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Abstract  

Carbon dioxide (CO2) is the most important greenhouse gas that influences 

anthropogenic climate change, yet a full understanding of the carbon cycle is still 

lacking. Measurement of CO2 alone provides a limited understanding of carbon cycle 

processes. Measurement of other gas species as ‘tracers’ provides additional 

information regarding carbon cycle processes. This thesis explores novel 

measurements of tracers, and novel methods for tracer applications for use in carbon 

cycle studies, using the Weybourne Atmospheric Observatory (WAO), UK, as a case 

study. 

 A ‘Picarro G2207-i' O2 analyser was tested in the laboratory and at WAO. The 

potential benefits of this analyser are reduction in calibration gas consumption and 

fewer drying requirements. The built-in water-correction procedure did not 

sufficiently correct for the influence of water vapour on the O2 mole fraction. A 

reference gas cylinder was required to reduce the influence of baseline drift. When 

measuring dry, ambient air, the G2207-i’s results showed an average difference from 

the established O2 analyser of 13.6±7.5 per meg. The overall performance was not 

quite as good as established analysers. 

Radon-222 was used to derive monthly maritime ‘background’ concentrations 

for multiple atmospheric gases. These backgrounds were compared to those 

calculated from other methods. The radon-derived backgrounds displayed good 

agreement with other methods, with some variability depending on the processes 

involved in a species’ sources and sinks. The radon method appropriately filtered air 

masses which had recent interaction with terrestrial land masses. 

Measurement of δ13C, δ18O and δ17O in CO2 using an Aerodyne TILDAS 

analyser were conducted at WAO, and used to calculate Δ17O. Two calibration 

methodologies were explored, with small differences between the results. The 

repeatability of the δ13C, δ17O and δ18O were all within the WMO goals; the Δ17O 

results were outside the goals, but in the context of ambient variability, still allow 

useful interpretation.  
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1.1 Climate change and the global carbon cycle 

Anthropogenic influence on the global climate is now a well-established fact, and is 

unequivocally the primary cause of increasing global warming (e.g., IPCC, 2021a) 

(Figure 1.1). The Earth’s global average surface temperature has increased by around 

1.1°C relative to the 1850-1900 average (Gillett et al., 2021). The impacts of this 

warming are already being observed: for example, the average ocean surface 

temperature has increased by 0.88°C between the periods 1850-1900 and 2011- 

2020, global mean sea level has risen 0.20 m over the period 1901-2018, and the 

frequency and intensity of hot climate extremes have increased on a global scale since 

1950  (IPCC, 2021a).  

 

Figure 1.1. Change in the global surface temperature (annual averages) as observed 
(black line) and simulated using ‘human and natural’ (brown line) and ‘natural only’ 
(green line) factors (Source: IPCC, 2021b). In recent decades, the natural only forcing 
cannot explain the observations. 

Greenhouse gases (GHGs) are a major contributing factor in controlling the 

global surface temperature, due to the ‘greenhouse effect’. These gases absorb 

infrared radiation emitted by the Earth within the atmosphere that would otherwise 
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be reflected back into space. Without any GHGs the Earth would be more than 30°C 

cooler and uninhabitable for life. However, increases in the abundance of GHGs in the 

atmosphere are disturbing this natural greenhouse effect through additional radiative 

forcing, and causing global temperatures to rise. Since 1950, the increase in GHG 

emissions to the atmosphere has been the dominant cause of human-induced climate 

change, with carbon dioxide (CO2) being the most important, having contributed 

approximately 80% of the effective change in radiative forcing from 1750 to 2019 

(Forster et al., 2021). The mole fraction of CO2 in the atmosphere has increased from 

approximately 277 ppm in 1750, at the start of the industrial era, to 412.4 ± 0.1 ppm 

in 2020 (Friedlingstein et al., 2020).  

The climate science community has developed a number of Shared 

Socioeconomic Pathways (SSPs) which describe potential future pathways for 

greenhouse gas emissions and socio-economic factors (O’Neill et al., 2014; Riahi et al., 

2017). Figure 1.2 shows model projections for global temperature change, global land 

precipitation change, September Arctic sea ice area, and global mean sea level change 

under a range of these different SSPs. The figure shows both the range of potential 

future outcomes depending on the pathway as well as the large degree of uncertainty 

of the future impacts of anthropogenic forcings on the climate system. The modelling 

of future impacts of a changing climate is further complicated by numerous feedback 

processes which can act to either amplify or suppress changes in the climate.  

Due to the impacts of a changing climate already experienced, and the 

modelled future impacts and feedback uncertainties, limiting future warming through 

reductions in anthropogenic GHG emissions has become a topic of major political and 

scientific discussion. A key outcome of this recognition is that 194 nations and the 

European Union (EU) have signed and ratified the Paris Agreement with the intent of 

“holding the increase in the global average temperature to well below 2°C above 

preindustrial levels and pursuing efforts to limit the temperature increase to 1.5°C 

above preindustrial levels, recognising that this would significantly reduce the risks 

and impacts of climate change” (UNFCCC, 2015, p. 2). However, the discussion of the 

relationship between GHG emissions and climate targets is set within the context of, 

and hindered by, the uncertainties which characterise the climate’s response to GHG 

emissions.  
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Figure 1.2. IPCC AR6 modelled historical and projected indicators of global climate 
change from the Coupled Model Intercomparison Project Phase 6 (CMIP6) (O'Neill et 
al., 2016). (a) Global surface air temperature, (b) global land precipitation change, (c) 
September Arctic sea ice area, and (d) global mean sea level. The black lines show 
CMIP6 historical evolution, with uncertainty shaded in grey. The coloured lines show 
the CMIP6 model projection in each indicator for Shared Socioeconomic Pathways 
(SSP) 1-1.9, 1-2.6, 2-4.5, 3-7.0, and 5-8.5 (Lee et al., 2021). 

One of the largest uncertainties in the climate’s response to CO2 emissions can 

be attributed to a lack of full understanding of the processes involved in the carbon 

cycle, since climate projections are currently hindered by the inability to characterise 

feedbacks between a changing climate and the sources and sinks of CO2 

(Friedlingstein et al., 2014). Anthropogenic CO2 emissions occur on top of the natural 

carbon cycle (Figure 1.3) that circulates carbon between four major reservoirs: the 

atmosphere, oceans, the terrestrial biosphere, and the geosphere. The residence time 

of carbon within these reservoirs ranges from a few years for the atmosphere to 

decades or centuries for the terrestrial biosphere, soils, and the ocean. In general, the 

geosphere is not relevant in the context of anthropogenic climate change due to 

residence times in this reservoir being on the scale of millennia. 
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Figure 1.3. Simplified schematic of the global carbon cycle from Canadell et al. 
(2021). Numbers represent reservoir mass in PgC and fluxes in PgC yr-1. Yellow 
numbers and arrows represent pre-industrial (pre-1750) natural carbon reservoirs 
and fluxes. Pink numbers and arrows represent anthropogenic changes to the carbon 
reservoirs and anthropogenic fluxes averaged over the decade 2010-2019.   

Over the decade 2010-2019, 10.9 ± 0.9 PgC yr-1 were emitted from 

anthropogenic activity as CO2 into the atmosphere, including land use change. Of this 

amount, 46 % remained in the atmosphere, 23 % was taken up by the ocean, and 31 

% was stored in the terrestrial biosphere (Canadell et al., 2021). These ocean and 

land carbon sinks play a very important role in mitigating the effects of 

anthropogenic climate change; however, the future roles and sizes of these sinks are 

uncertain due to climate-carbon cycle feedback processes. Recent observations show 

that ocean carbon processes are beginning to change in response to the growing 

ocean carbon sink; in the future these changes are expected to significantly contribute 

to a weakening of the ocean sink (Canadell et al., 2021). Due to continuing ocean 

acidification there is evidence of a reduced CO2 storage capacity, and in addition, 

ocean warming and changes in circulation and biology will likely cause enhanced 

outgassing of CO2 (Gruber et al., 2023).  

The land carbon sink is largely controlled by the rates of photosynthesis and 

respiration, resulting in relatively large fluxes to and from the atmosphere, 
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respectively. Current evidence suggests that land carbon storage is presently 

increasing at a global scale (Sitch et al., 2015), with a key role being played by 

increased levels of atmospheric CO2 enhancing photosynthesis, meaning greater CO2 

uptake (referred to as the CO2 fertilisation effect) (Ainsworth and Long, 2005). 

However, there are also signs that the trend of the increasing land sink may be 

slowing down (Pen uelas et al., 2017), where the positive effects of increased 

atmospheric CO2 on carbon storage may be offset by increasing temperatures 

(Ferna ndez-Martí nez et al., 2019) and changes in precipitation patterns and water 

availability (Humphrey et al., 2018; Humphrey et al., 2021). It is clear that there are a 

large number of uncertainties associated with climate-carbon cycle feedbacks and 

that a better understanding of the carbon cycle and the processes that govern it is 

needed in order to better assess the future impacts of climate change.  

1.2 Atmospheric carbon dioxide  

CO2 in the atmosphere has been measured accurately since 1958 at the Mauna Loa 

Observatory, Hawaii (Figure 1.4; black) by the Scripps Institution of Oceanography 

(SIO), and, since the 1970s, concurrently by the National Oceanic and Atmospheric 

Administration (NOAA; not shown in the figure) . This atmospheric CO2 record, 

known as the ‘Keeling curve’, shows the long-term increasing trend due to fossil fuel 

combustion and land-use change, and the seasonal cycle caused by increased 

terrestrial photosynthesis over respiration during spring and summer, and the 

opposite during autumn and winter, in the northern hemisphere (black line). Figure 

1.4 also shows the atmospheric CO2 mole fraction time series from the South Pole, 

Antarctica (red line); as with Mauna Loa there is a long-term increase due to fossil 

fuel combustion and land use change. However, the seasonal cycle at the South Pole is 

of a much smaller magnitude than at Mauna Loa, owing to a much smaller terrestrial 

biosphere in the southern hemisphere.  

Since the first continuous CO2 record was established at Mauna Loa, a number 

of networks of monitoring sites that measure atmospheric CO2 mole fractions to a 

high degree of precision and accuracy have been established, either from in-situ 

continuous measurements or from regularly collected flask samples analysed in a 

central laboratory (e.g. Manning et al., 2011; Keeling and Graven, 2021; Heiskanen et 

al., 2022). 
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Figure 1.4. Atmospheric CO2 mole fraction measured at the Mauna Loa Observatory, 
Hawaii (black) and the South Pole, Antarctica (red) by the Scripps Institution of 
Oceanography. Monthly averaged data are shown as dots. 
(https://scrippsco2.ucsd.edu/graphics_gallery/mauna_loa_and_south_pole/mauna_lo
a_and_south_pole.html). 

These measurement networks provide reliable measures of CO2 mole fraction 

in the atmosphere. However, for atmospheric gas species such as CO2 that have 

numerous flux mechanisms, measurement of the atmospheric mole fraction alone is 

inadequate to attribute and quantify the contribution of the different sources and 

sinks to the atmospheric abundance (Weiss and Prinn, 2011; Vardag et al., 2015; 

Pickers et al., 2022).  In order to gain a profound understanding of the processes 

governing the carbon cycle and climate feedbacks, to accurately represent these 

processes in models, and to understand how sources and sinks may change under 

future climate scenarios, there is a need to distinguish the contributions to the 

atmospheric CO2 mole fraction from different sources and sinks. There are three 

types of methods used for distinguishing the influence of CO2 from different 

processes: ‘bottom-up’ inventory techniques, ‘top-down’ measurement and modelling 

studies, and those based on ‘tracer’ measurements.  

‘Bottom-up’ techniques based on inventory, economic or statistical data have 

been used in a number of applications. For example, bottom-up techniques are used 

to estimate CO2 emissions from fossil fuels based on emission factors being applied to 

statistical data, such as fuel consumption, which are scaled-up to a regional or 
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national scale (e.g., Gurney et al., 2019; Han et al., 2020); however, there are 

significant uncertainties associated with these inventories (Peylin et al., 2011). 

Inventory techniques have also been used to quantify the land carbon sink (e.g. Baker 

et al., 2004; Pan et al., 2011; Williams et al., 2014); however, these methods have 

coarse temporal resolution and can have large biases for local applications due to the 

methods used for inventory sampling (Williams et al., 2014). More recently, inventory 

methods have been used to quantify fossil fuel CO2 emissions reductions resulting 

from COVID-19 lockdowns (Le Que re  et al., 2020). 

Another commonly used method for estimating fluxes from measurements of 

CO2 mole fractions is to combine the measurements with atmospheric transport 

models, in so-called top-down inversion modelling methods (e.g. Bousquet et al., 

1999; Ro denbeck et al., 2003). Examples of uses of inversion models include 

estimation of changes in the land (e.g. Stephens et al., 2007b; Bastos et al., 2020) and 

ocean carbon sinks (Le Que re  et al., 2007). However, there are still large uncertainties 

in these methods such as estimating boundary layer height, modelled atmospheric 

transport and errors related to the resolution of the model (Tolk et al., 2008; 

Munassar et al., 2023).  

The third method for understanding the factors contributing to the measured  

atmospheric CO2 mole fraction, which will be explored in this thesis, is through the 

measurement of other atmospheric gas species, known as tracers.  

1.3 Measurement of tracers for understanding atmospheric CO2 

variations 

Since the growth of the CO2 atmospheric measurement networks, observations of 

other gas species have also seen a major expansion. Measurement of other species, 

alongside the measurements of CO2, can be used as markers for distinct processes 

such as atmospheric mixing or exchange with other reservoirs. Such species, when 

used in this manner, are referred to as ‘tracers’. Tracers are therefore a critical tool 

for the analyses of time series of CO2 in atmospheric research.  

One type of tracer method is the measurement of species which share flux 

mechanisms with CO2 during different carbon cycle processes. For example, carbon 

monoxide (CO) can be produced together with CO2 in specific ratios as a result of 

incomplete combustion depending on fuel type and combustion efficiency (Djuricin et 

al., 2010). Variations in CO, alone and in combination with other tracer species, have 
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therefore been used to identify and quantify fossil fuel CO2 (ffCO2) fluxes (e.g., 

Gamnitzer et al., 2006; Turnbull et al., 2006; Lopez et al., 2013; Young et al., 2023). 

Carbonyl sulfide (COS) is another example of a species which shares flux mechanisms 

with CO2, with the primary sink of COS being uptake by vegetation and soils; COS is 

therefore being utilised as a tracer for terrestrial CO2 uptake (e.g. Berry et al., 2013; 

Spielmann et al., 2019; Parazoo et al., 2021).   

Another tracer method is the measurement of isotopic ratios of CO2. For 

example, the radiocarbon ratio (14C/12C) of atmospheric CO2 has been used as a tracer 

for ffCO2 emissions on various scales (e.g. Turnbull et al., 2009; Djuricin et al., 2010; 

Miller et al., 2012). Due to its relatively short half-life of 5730 ± 40 years (Godwin, 

1962),  radiocarbon is absent in fossil fuels due to radioactive decay, whereas all 

other sources of CO2 contain radiocarbon mole fractions close to that of ambient air 

(Turnbull et al., 2006; Graven and Gruber, 2011); thus, the combustion of fossil fuels 

depletes the atmospheric ratio of 14C/12C (Keeling, 1979). However, measurements of 

the radiocarbon content of air are very expensive, and cannot be performed 

continuously (Gamnitzer et al., 2006), with additional issues in certain regions, such 

as the UK, owing to interference from nuclear power plant 14C emissions (Graven and 

Gruber, 2011; Vogel et al., 2013).  

As well as providing information regarding CO2 fluxes, tracers also have other 

applications in atmospheric research. One key difficulty in understanding the 

processes influencing the atmospheric CO2 mole fraction (and that of other gas 

species) is defining the ‘background’ or ‘baseline’ mole fraction. Background air is 

typically defined as air that is free of local influences, and therefore characteristic of a 

large portion of the atmosphere. Atmospheric gas species with long residence times 

in the atmosphere lead to a background mole fraction that is controlled by sources 

and sinks; any pollution events then occur on top of this background; the 

quantification of the different components of the measured mole fraction therefore 

first requires a separation of ‘background’ and ‘non-background’ signals. Some 

tracers can be used to define background air, based on their presence or absence in 

an air mass. For example, CO, NOx and black carbon have all been used as tracers to 

isolate background air masses (Tsutsumi et al., 2006; Zellweger et al., 2003; Pu et al., 

2014; Fang et al., 2015), due to being co-emitted with CO2 during combustion 

processes.  

The following sections will introduce the tracers investigated in this thesis, 

and their applications. 
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1.3.1 Atmospheric oxygen 

Oxygen (O2) is the second most abundant species in the atmosphere, after nitrogen, 

with a mole fraction of about 20.94%. The mole fraction of oxygen in the atmosphere 

varies as a result of photosynthesis, respiration, and combustion. The application of 

O2 as a tracer for carbon cycle processes is based on the fact that fluxes of CO2 and O2 

are strongly anti-correlated in some processes and not in others. The main processes 

influencing atmospheric O2 and CO2 are shown schematically in Figure 1.5. 

 

Figure 1.5. Schematic of the main processes influencing the long-term trends in 
atmospheric O2 and CO2 (Keeling and Manning, 2014). 

Fluxes of O2 and CO2 to and from the atmosphere due to terrestrial 

photosynthesis and respiration are strongly anti-correlated. This relationship can be 

represented conceptually using Eq. (1.1), 

6𝐶𝑂2 + 6𝐻2𝑂 ↔  𝐶6𝐻12𝑂6 +  6𝑂2   (1.1) 

During this process, on average, 1.1 moles of O2 are consumed for each mole of CO2 

produced, and vice versa, hence the mean global O2:CO2 oxidative ratio (OR) is 

approximately 1.1:1.0 mol mol-1 (Severinghaus, 1995). Eq. (1.1) suggests an OR of 

exactly 1, but this is a simplified version of terrestrial exchange, neglecting the 

incorporation of nutrients such as nitrates and phosphates. This OR is variable at 

different spatial and temporal scales from between 0.9 to 1.2 mol mol-1, with 

uncertainties regarding this variability (e.g. Masiello et al., 2008; Worrall et al., 2013; 

Battle et al., 2019; Faassen et al., 2023; Yan et al., 2023).  

Fluxes of CO2 and O2 arising from fossil fuel combustion are also strongly anti-

correlated (Eq. (1.2)) (Keeling and Manning, 2014).  

𝐶𝑥𝐻𝑦 + (𝑥 +
𝑦

4
)𝑂2  →  𝑥𝐶𝑂2 +  

𝑦

2
𝐻2𝑂  (1.2) 
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where CxHy represents the composition of the fuel, which could be coal, natural gas, or 

hydrocarbons. This process has a globally weighted average OR of 1.4:1.0 mol mol-1. 

This OR varies depending on fuel type: liquid fuels have an OR of 1.44 mol mol-1, solid 

fuels have a typical OR of 1.17 mol mol-1, and gases typically have an OR of 1.95 mol 

mol-1 (Keeling, 1988b; Steinbach et al., 2011).  

Fluxes of CO2 and O2 between the ocean and atmosphere are, in contrast, 

uncoupled. This results from differences in the solubility and seawater chemistry 

between CO2 and O2. When CO2 dissolves in seawater, it dissociates to form carbonate 

and bicarbonate ions; whereas, in contrast, O2 is chemically inert in seawater and not 

involved in the ocean carbonate reactions that buffer changes in atmospheric CO2. 

Atmospheric O2 has been measured from fortnightly flask samples collected at 

the Mauna Loa Observatory, Hawaii since the early 1990s by SIO (Scripps Institution 

of Oceanography). Figure 1.6 shows the O2 and CO2 time-series from Mauna Loa, 

which are anti-correlated. O2 shows a long-term decreasing trend due to fossil fuel 

combustion. The seasonal cycle in O2 is driven by exchange with the terrestrial 

biosphere and oceans, with a release of O2 into the atmosphere during the spring and 

summer, and uptake during autumn and winter.  

 

Figure 1.6. The atmospheric O2/N2 ratio and CO2 mole fraction record from flask 
samples collected at Mauna Loa Observatory, Hawaii, by the Scripps Institution of 
Oceanography  (https://scrippso2.ucsd.edu/graphics-gallery/daily-
averages/mlo.html) . Data are from analyses of fortnightly flask samples collected at 
the station.  
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Changes in atmospheric O2 are typically expressed as deviations in the O2/N2 

ratio, in per meg units (Eq. (1.3)): 

𝛿 (
𝑂2

𝑁2
) =  

𝑟𝑠𝑎𝑚𝑝𝑙𝑒−  𝑟𝑟𝑒𝑓

 𝑟𝑟𝑒𝑓
 ∙ 106   (1.3) 

where r is the O2/N2 ratio. Changes in δ(O2/N2) and CO2 can be compared using a 

factor of 4.78 per meg/ppm; in other words, 1 ppm change in CO2 is equivalent to a 

4.78 per meg change in δ(O2/N2) (Keeling et al., 1998a). Most organisations 

measuring δ(O2/N2) report data on the SIO O2 scale, where ‘zero’ per meg is 

arbitrarily defined from an air sample collected in 1988. For this reason, most 

subsequent δ(O2/N2) measurements are negative. 

Using simultaneous measurements of O2 and CO2, the atmospheric tracer 

Atmospheric Potential Oxygen (APO) was derived by Stephens et al. (1998) (Eq. 

(1.4)): 

𝐴𝑃𝑂 =  ∆𝑂2 + (1.1 × ∆𝐶𝑂2)  (1.4) 

where the factor 1.1 accounts for the previously discussed OR for terrestrial 

photosynthesis and respiration. APO is therefore, by definition, conservative with 

respect to all terrestrial biosphere processes. Changes in APO therefore mainly reflect 

changes in ocean-atmosphere exchange of O2 and CO2 (on seasonal and longer 

timescales).  Fossil fuels also have a contribution to the changes in APO, on both short 

and long timescales (Pickers et al., 2022); this is because fossil fuels have an average 

OR of 1.4 mol mol-1, which is greater than the 1.1 factor inherent in the APO definition 

(Keeling and Manning, 2014).  

Figure 1.7 shows an APO time series from flask samples collected at the Alert 

(Canada) and Cape Grim (Australia) stations from the Scripps O2 programme (Keeling 

and Graven, 2021). There is a seasonal cycle and long-term downward trend in APO 

evident at both stations. As APO is conservative with respect to the land biosphere, 

and fossil fuel combustion has only a very minor seasonal component, the seasonal 

trend in APO is caused predominantly by air-sea O2 exchange. This is reflected by the 

magnitude of the seasonal cycles, where the amplitude is slightly larger in the 

southern hemisphere due to the presence of more oceans than in the northern 

hemisphere. The long-term downward trend in APO is driven predominantly by fossil 

fuel combustion and long-term oceanic uptake of CO2 (Keeling and Manning, 2014).  
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Figure 1.7. APO flask sample measurements collected from Alert Station, Canada in 
the northern hemisphere and Cape Grim, Australia in the southern hemisphere, from 
the Scripps O2 programme (Keeling and Graven, 2021).  As for O2, APO is reported in 
per meg units.  

δ(O2/N2) measurements are now included in a few international measurement 

programmes. Such measurements of atmospheric δ(O2/N2) alongside CO2, have a 

wide number of applications as a tool for supporting carbon cycle studies.  

One major application of δ(O2/N2) measurements, is quantification of the 

global ocean and land carbon sinks (e.g. Keeling and Shertz, 1992; Battle et al., 2000; 

Manning and Keeling, 2006; Tohjima et al., 2008; Tohjima et al., 2019).  In addition, 

δ(O2/N2) measurements, and APO data derived from these, have been used to 

improve understanding of ocean processes such as: ocean heat uptake (Resplandy et 

al., 2019), ocean circulation (Nevison et al., 2020), ocean productivity and outgassing 

rates (e.g. Jin et al., 2007; Ro denbeck et al., 2008), and spatial and temporal features 

of air-sea gas exchange (e.g. Keeling et al., 1998b; Eddebbar et al., 2017).  More 

recently, APO has also been demonstrated as a novel tracer for ffCO2 (Pickers et al., 

2022).  

1.3.2 Radon-222 

 Radon-222 (222Rn) is a noble gas generated as part of the decay chain of uranium-

238 (238U) from the alpha decay of radium-226 (226Ra). As the first gaseous product in 

this decay chain, 222Rn is emitted from soil and enters the atmosphere, and thus 

originates predominantly from soil and rock. The ocean, ground-water and natural 

gas also contribute 222Rn to the atmospheric load, but these contributions are 

relatively very small (Porstendoerfer, 1994), with an oceanic source two to three 

orders of magnitude less than the terrestrial source (Zahorowski et al., 2013). As it is 

a noble gas, 222Rn does not react chemically with other species; it is also poorly 

soluble in water and does not attach to aerosols, so it is not very susceptible to wet or 
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dry atmospheric deposition removal processes (Zahorowski et al., 2004). Thus, the 

only appreciable atmospheric sink of 222Rn is radioactive decay with a half-life of 3.82 

days, therefore it does not accumulate in the atmosphere on timescales longer than a 

month. 

Of the radioactive trace elements in the atmosphere, radon has been the most 

widely researched, initially in the 1950s-1980s due to the health-risk posed from 

radon emissions in indoor air (Nazaroff, 1988). Environmental levels of radon are 

typically more than an order of magnitude lower than is typical indoors, but the 

aforementioned characteristics of radon also make it a reliable indicator of the extent 

of air mass contact with land, and thus radon observations have many applications as 

a tracer in atmospheric research.  

As radon is emitted predominantly from the soil and rocks, it is an indicator of 

recent terrestrial influences on air masses (e.g. Liu et al., 1984; Polian et al., 1986; 

Chambers et al., 2014). Radon has also been used in studies as a background selection 

technique both in conjunction with other gas species, such as CO (Brunke et al., 2004) 

and in back trajectory analysis (Chambers et al., 2013), as well as alone (e.g. 

Chambers et al., 2016; Crawford et al., 2018). Radon is also an excellent tracer for 

boundary layer mixing processes (e.g. Do rr et al., 1983; Porstendoerfer, 1994); like 

other species emitted from sources close to the ground, radon accumulates in a 

shallow nocturnal boundary layer with little vertical mixing. Therefore, if the 

exhalation rate of radon from the ground is known, the correlation in the overnight 

increase of radon and gas species of interest (e.g. CO2) can be used to estimate the flux 

of this gas; this is known as the radon tracer method (RTM; Levin et al., 1999). This 

application of radon has been used for GHG emission and sink estimates (e.g. Levin et 

al., 1999; Hammer and Levin, 2009; Vogel et al., 2012; Wada et al., 2013; Grossi et al., 

2018). However, the RTM is reliant on the accuracy of radon flux maps and is limited 

by the reliability of night-time transport modelling (Levin et al., 2021). Additionally, 

radon has been used as a tracer in studies of vertical mixing and atmospheric stability 

(e.g. Chambers et al., 2011; Williams et al., 2013; Chambers et al., 2015). 

1.3.3 Isotopologues of CO2: δ13C, δ18O, δ17O, and Δ17O 

Isotopologues are molecules that have the same chemical formula and differ only in 

their isotopic composition. Measurements of the isotopologues of CO2 can be used as 
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tracers to help shed light on carbon cycle processes. The following sections will 

describe the isotopologues of CO2 investigated in this thesis. 

1.3.3.1 δ13C  

Carbon has two stable isotopes: 12C and 13C, with approximately 99% of 

carbon on Earth present as 12C and 1% as 13C. One source of variation in the 13C/12C 

ratio of atmospheric CO2 is linked to the exchange between the terrestrial biosphere 

and the atmosphere. Photosynthesis and respiration impart distinct isotopic 

signatures to the atmosphere due to isotopic discrimination. During photosynthesis, 

terrestrial plants preferentially assimilate 12CO2 relative to 13CO2, thereby enriching 

the 13C/12C ratio of the CO2 that is left in the atmosphere (Flanagan and Ehleringer, 

1998). Respiration reverses this process, thereby increasing atmospheric CO2 and 

depleting its 13C/12C ratio. A similar effect is produced by fossil fuel combustion. fossil 

fuels are formed from ancient biological material thus they contain a lower 13C/12C 

ratio compared to the present-day atmosphere. Anthropogenic emissions of CO2 

resulting from the burning of fossil fuels therefore depletes the atmospheric 13C/12C 

ratio (Vardag et al., 2015). The net exchanges of CO2 across the air-sea interface 

leaves 13CO2 essentially unchanged (Battle et al., 2000). In terms of global carbon 

sinks, the 13C/12C ratio therefore behaves very similarly to O2 (Section 1.3.1) (Battle et 

al., 2000). 

Figure 1.8 shows 13C/12C ratio time series from flask samples collected at the 

Mauna Loa and South Pole observatories. This figure shows a long-term downward 

trend mirroring the increasing trend in the atmospheric CO2 mole fraction, seasonal 

cycles with a strong hemispheric contrast, and interannual variability associated with 

El Nin o events (Keeling and Graven, 2021). 

Variations in  the 13C/12C ratio are typically expressed in delta notation, in per 

mil units (Eq. (1.5)). 

𝛿13𝐶 =
𝑟𝑠𝑎𝑚𝑝𝑙𝑒−  𝑟𝑟𝑒𝑓

 𝑟𝑟𝑒𝑓
 ∙ 1000    (1.5) 

where r is the 13C/12C ratio. Most organisations measuring δ13C report data on 

the Vienna Pee Dee Belemnite scale (VPDB), where ‘zero’ per mil is defined from a 

Pee Dee Belemnite carbonate sample with an anomalously high 13C/12C ratio. For this 

reason, most δ13C measurements are negative.  
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Figure 1.8. Monthly-averaged data for δ13C of CO2 from flask samples collected at 
Mauna Loa, Hawaii and South Pole, Antarctica observatories by the Scripps CO2 
programme (Keeling and Graven, 2021). 

Atmospheric CO2 mole fractions are anti-correlated with the atmospheric 

13C/12C ratio; so even though variations in δ13C are typically small, they can provide 

useful information about the sources and sinks of CO2 in the atmosphere. An early 

motivation in δ13C research was resolving the global land and ocean carbon sinks (e.g. 

Keeling, 1979; Ciais et al., 1995; Battle et al., 2000). Further, measurements of δ13C 

have been widely used for source attribution of atmospheric CO2, not only between 

terrestrial and oceanic sources, but also between specific fossil fuel types based on 

the isotopic source signature (e.g. Miller et al., 2003a; Vardag et al., 2016; Newman et 

al., 2016; Wang et al., 2022; Pieber et al., 2022). This source attribution can then be 

used for verification of bottom-up emission estimate methods (e.g. Newman et al., 

2016; Wang et al., 2022). 

1.3.3.2 δ18O, δ17O and Δ17O    

Oxygen has three stable isotopes, 16O, 17O, and 18O; with the heavier isotopes 

being rarer on Earth (99.8 % for 16O, 0.2 % for 18O, and 0.04 % for 17O; Affek and 

Yakir (2014)). It is recognised that the 18O signal in CO2 reflects a unique coupling 

between the global hydrological and carbon cycles, and can provide an important 

tracer of sinks and sources of CO2, in particular, in the terrestrial biosphere (Affek and 

Yakir, 2014). 

During CO2 exchange with leaf, soil, and ocean water, the 18O isotopes of CO2 

are exchanged with those of water. Stomatal water in plant leaves is highly enriched 
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in 18O relative to soil water, due to mass-dependent fractionation during 

evapotranspiration, which imparts contrasting 18O signatures in CO2 released into the 

atmosphere after CO2-H2O exchange (e.g. Cuntz et al., 2003; Barthel et al., 2014). 

Furthermore, the equilibration and isotope exchange of CO2 with water in stomata is 

catalysed by the presence of carbon anhydrase, which extensively enriches the CO2 

released from plants with 18O from leaf-water. This isotope exchange process can 

therefore be directly related to gross primary production as first suggested by 

Farquhar et al. (1993).  

As with δ13C, variations in the 18O/16O ratio are typically expressed in delta 

notation, in per mil units, as δ18O (Eq. (1.5)). Figure 1.9 shows a δ18O time series from 

flask samples collected at the South Pole, Mauna Loa, and Barrow observatories 

(Keeling and Graven, 2021). This figure shows a seasonal cycle in δ18O that is larger in 

the northern hemisphere. In the northern hemisphere the seasonal cycle is 

dominated by terrestrial exchanges, whereas in the southern hemisphere there is a 

larger oceanic contribution (Cuntz et al., 2003). This exchange during the summer 

also leads to the northern hemispheric gradient of mean δ18O observed in Figure 1.9, 

with lower values at higher latitudes (Francey and Tans, 1987). There is little 

evidence of a long-term trend in δ18O, due to the rapid turnover of oxygen atoms with 

the water reservoirs dominating over other influences. Interannual variability 

observed in the time-series is associated with El Nin o events (Welp et al., 2011).  

 

Figure 1.9. Monthly-averaged data for δ18O of CO2 from flask samples collected at 
Barrow, Alaska, Mauna Loa, Hawaii, and the South Pole, Antarctica from the Scripps 
O2 programme (Figure adapted from Keeling and Graven, 2021). 

As the δ18O of atmospheric CO2 is controlled largely by isotopic exchange with 

water in the leaves of plants, it is an important tool to estimate global gross primary 

production (GPP; the gross CO2 uptake of plants from photosynthesis)(Francey and 

Tans, 1987). Measurements of δ18O have been widely used to estimate gross carbon 

fluxes between the atmosphere and the terrestrial biosphere (e.g. Yakir and Wang, 

1996; Ciais et al., 1997; Peylin et al., 1999; Cuntz et al., 2003). The response of δ18O to 

El Nin o events, driven by changes in tropical leaf- and soil-water δ18O associated with 
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variable tropical droughts,  has also been used to derive estimates of global GPP 

(Welp et al., 2011).  

A challenge with using δ18O to determine GPP, however, is the requirement for 

a detailed knowledge of δ18O values in numerous water reservoirs, which can be 

highly variable due to the number of processes involved in the hydrological cycle. The 

addition of 17O in CO2 measurements can remove this requirement (Hoag et al., 2005). 

As with δ18O, the 17O/16O ratio is typically expressed in delta notation as δ17O. Due to 

mass-dependent fractionation, variations in 17O are typically strongly correlated to 

variations in 18O, with any deviation from this correlation (i.e. mass independent 

fractionation) being expressed as the Δ17O signature (referred to in the literature as 

the ‘triple oxygen isotope’, ‘CO2 excess’, or ‘O2 anomaly’) (Eq. (1.6)). 

∆17𝑂 = ln(𝛿17𝑂 + 1) −  𝜆𝑅𝐿  × ln(𝛿18𝑂 + 1)  (1.6) 

which is usually expressed in per mil (‰) or per meg (0.001‰) units, 

depending on the magnitude of the Δ17O signature (Miller, 2002; Young et al., 2002); 

Very roughly, λRL is 0.5, representing the fact that the mass difference between the 

isotopes 17O and 16O is half of the mass difference between the isotopes 18O and 16O. 

The processes which affect the isotopic composition of CO2 usually depend on 

the mass of the molecules and therefore result in mass-dependent fractionation of the 

oxygen isotopes. An exception, however, is that compared to tropospheric CO2, 

stratospheric CO2 is anomalously enriched in 17O and 18O (e.g. Thiemens et al., 1991; 

La mmerzahl et al., 2002; Yeung et al., 2009). This is linked to mass-independent 

fractionation of CO2 during the formation of O3, which imparts a positive Δ17O 

signature (Yung et al., 1991). This enriched stratospheric CO2 is transported into the 

upper troposphere (Laskar et al., 2019), where it mixes and eventually comes into 

contact with water reservoirs in vegetation, soil, and oceans. When CO2 dissolves in 

liquid water, there is a mass-dependent exchange of oxygen atoms, meaning that the 

Δ17O signature of the CO2 released back into the atmosphere is reset to around 0 ‰ 

(Hoag et al., 2005). As a consequence, variations in the tropospheric Δ17O signature 

strongly depend on the magnitude of CO2 exchange with the leaf water reservoir and 

can therefore be directly related to biospheric activity (Hoag et al., 2005). However, 

unlike using δ 18O data alone, Δ17O does not directly depend on the 18O or 17O of soil 

and leaf water since hydrological cycle processes are largely mass dependent (Hoag 

et al., 2005). Δ17O should therefore be a more direct tracer for GPP than variations in 

18O/16O alone. A schematic summary of the processes affecting the Δ17O signature of 

atmospheric CO2 on a global scale is displayed in Figure 1.10. 
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Figure 1.10. Schematic summary of the processes affecting the Δ17O signature of 
atmospheric CO2 as reported by Koren et al. (2019). The CO2 mass fluxes (F), given in 
units of PgC/year, are globally integrated values averaged over 2012-2013 and 
rounded to integers. CO2 mass fluxes that increase the tropospheric CO2 mass are 
expressed as positive numbers. FAS/FSA is atmosphere (troposphere)-stratosphere 
exchange; FAL/FLA is atmosphere-leaf exchange; FASI/SIA is atmosphere-soil exchange; 
FOA is ocean-atmosphere exchange; and Fbb is flux from biomass burning. (Koren et al., 
2019). 

Measurement techniques for Δ17O in tropospheric CO2 only became 

sufficiently accurate for interpreting variations in the 2010s, providing new potential 

for insights into carbon cycle processes. Using these measurements, numerical 

models can then simulate atmospheric Δ17O of CO2 based on the representation of 

atmospheric mixing and the exchange processes of CO2 isotopologues in vegetation. A 

number of global models for Δ17O in tropospheric CO2 have been developed (Hoag et 

al., 2005; Hofmann et al., 2017; Koren et al., 2019). Koren et al. (2019) presented the 

first global 3D Δ17O model, which was used to predict the global signature, seasonal 

cycle, and vertical and latitudinal gradients. Barkan and Luz (2012) presented the 

first high-precision data on the Δ17O composition of tropospheric CO2 from a limited 

set of flask samples in Spring 2012 in Jerusalem, Israel. Additionally, Thiemens et al. 

(2014) presented a decade-long time series of Δ17O measurements from flask 

samples collected in La Jolla, California. These measurements identified a 

stratospheric component in tropospheric CO2 and discussed the role of El Nin o 

Southern Oscillation indices in tropospheric excursions. 
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1.4 Weybourne Atmospheric Observatory 

The Weybourne Atmospheric Observatory (WAO) is located on the north Norfolk 

coast of the UK  (52.95°N, 01.12°E; see Figure 1.11).The station was established in 

1992 by the University of East Anglia (UEA), and is a World Meteorological 

Organization (WMO) Global Atmosphere Watch (GAW) programme ‘Regional’ station, 

a European Union Integrated Carbon Observation System (ICOS) ‘class II’ station, and 

a UK National Centre for  Atmospheric Science Atmospheric Measurement and 

Observation Facility (NCAS/AMOF). High-precision in-situ measurements of a very 

wide range of species are carried out at the station, namely: CO2, O2, CO, CH4, H2, O3, 

N2O, NO, NO2, SF6, 222Rn, PM2.5, PM10, SO2, NH3, δ13C-CO2 and δ18O-CO2, as well as 

basic meteorological parameters. The air inlets for the gas species measurements are 

located 10 m above ground level (a.g.l) and 27 m above sea level (a.s.l), about 50 m 

from the North Sea coastline (www.weybourne.uea.ac.uk). The station is one hour’s 

drive from UEA.  

 

Figure 1.11. Map showing the location of the Weybourne Atmospheric Observatory 
(blue star), with a polar frequency plot inset showing wind speed (m s-1) and wind 
direction at WAO averaged over the period 2016-2021 . 

The array of species measured at WAO make it an ideal station for analyses of 

tracer methodologies. Additionally, WAO experiences rapidly changing wind 

directions, with multiple influences close by, and a number of rapidly changing 

sources of CO2; thus, the station is at a strategic location for experiencing a variety of 

http://www.weybourne.uea.ac.uk/
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air masses from a range of sources including relatively clean maritime air from the 

Atlantic and North Sea, and polluted continental Europe and UK air masses (Fleming 

et al., 2012).  

1.5 Thesis objective and outline 

The overarching objective of this thesis is to explore novel measurements of tracers 

and methods for tracer applications for use in carbon cycle studies, using the 

Weybourne Atmospheric Observatory as a case study and the common thread woven 

through my thesis.  

The outline of this thesis is as follows. In chapter 2, I evaluate the performance 

of a Picarro G2207-i analyser for high precision atmospheric O2 measurements, 

presenting in situ and laboratory tests of its precision and accuracy in comparison to 

an existing measurement system at WAO. Chapter 3 investigates the use of radon-222 

as a tracer for maritime background air masses at WAO and demonstrates its use 

with multiple gas species in comparison to existing background calculation 

methodologies. Chapter 4 presents a year-long time series of high-precision CO2, δ13C, 

δ17O, δ18O, and Δ17O measurements at WAO using an Aerodyne dual-laser TILDAS 

analyser; the different calibration methods and resulting time series are then 

investigated. Finally, in Chapter 5, I summarise the key findings and conclusions, and 

outline potential future research.  
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Preamble 

The work presented in this chapter was originally prepared for publication in the 

journal ‘Atmospheric Measurement Techniques’ and was published in 2023 (Fleming 

et al., 2023). With the exception of some small additions for clarification, this chapter 

is near identical to the published document. Due to this there are a number of cases 

where sentences are written in the first person plural i.e., ‘We have tested an 

atmospheric O2 analyser…’. I wrote this article, and completed the data analysis, but 

there was contribution to this article from co-authors as detailed below. 

LSF, ACM, and PAP developed the measurement methodology, which were 

conducted by LSF at UEA and WAO. AJE developed the software used to run the 

analyser. Investigation and visualisation were completed by LSF. Writing was 

completed by LSF. Review and editing were completed by LSF, ACM, PAP and GLF.  

 

Fleming, L. S., Manning, A. C., Pickers, P. A., Forster, G. L., & Etchells, A. J. (2023). 

Evaluating the performance of a Picarro G2207-i analyser for high-precision 

atmospheric O2 measurements. Atmospheric Measurement Techniques, 16(2), 387-

401.  
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Abstract 

Fluxes of oxygen (O2) and carbon dioxide (CO2) in and out of the atmosphere are 

strongly coupled for terrestrial biospheric exchange processes and fossil fuel 

combustion but are uncoupled for oceanic air-sea gas exchange. High-precision 

measurements of both species can therefore provide constraints on the carbon cycle 

and can be used to quantify fossil fuel CO2 (ffCO2) emission estimates. In the case of 

O2, however, due to its large atmospheric mole fraction (~20.9 %) it is very 

challenging to measure small variations to the degree of precision and accuracy 

required for these applications. We have tested an atmospheric O2 analyser based on 

the principle of cavity ring-down spectroscopy (Picarro Inc., model G2207-i), both in 

the laboratory and at the Weybourne Atmospheric Observatory (WAO) field station in 

the UK, in comparisons to well-established, pre-existing atmospheric O2 and CO2 

measurement systems.  

In laboratory tests analysing air in high-pressure cylinders, from the Allan 

deviation we found that the precision improved to ± 0.5 ppm (~ ± 2.4 per meg) after 

30 minute averaging and a range of hourly averaged values over 24 hours of 1.2 ppm 

(~5.8 per meg). These results are close to atmospheric O2 compatibility goals as set 

by the UN World Meteorological Organization. However, from measurements of 

ambient air conducted at WAO we found that the built-in water correction of the 

G2207-i does not sufficiently correct for the influence of water vapour on the O2 mole 

fraction. When sample air was dried and a 5-hourly baseline correction with a 

reference gas cylinder was employed, the G2207-i’s results showed an average 

difference from the established O2 analyser of 13.6 ± 7.5 per meg (over two weeks of 

continuous measurements). Over the same period, based on measurements of a so-

called ‘target tank’, analysed for 12 minutes every 7 hours, we calculated a 

repeatability of ± 5.7 ± 5.6 per meg and a compatibility of ± 10.0 ± 6.7 per meg for the 

G2207-i . To further examine the G2207-i’s performance in real-world applications 

we used ambient air measurements of O2 together with concurrent CO2 

measurements to calculate ffCO2. Due to the imprecision of the G2207-i, the ffCO2 

calculated showed large differences from that calculated from the established system, 

and had a large uncertainty of ± 13.0 ppm, which was roughly double that from the 

established system (± 5.8 ppm). 
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2.1 Introduction 

Oxygen (O2) is the most abundant molecule in the atmosphere after nitrogen (N2), 

with an atmospheric background mole fraction of approximately 20.94 % (Tohjima et 

al., 2005). Due to this large atmospheric background, O2 measurements are sensitive 

to changes in the mole fractions of other atmospheric species, such as carbon dioxide 

(CO2), due to dilution effects. O2 measurements are therefore typically reported on a 

relative scale calculated as the change in the ratio of O2 to N2 relative to a standard 

O2/N2 ratio, as given in Eq. (2.1), and expressed in ‘per meg’ units.  

δ (
O2

N2 
) = (

O2/N2 sample − O2/N2 reference

O2/N2 reference
)  ×  106    (2.1) 

In practice, atmospheric N2 is far less variable than O2 meaning that changes in 

the O2/N2 ratios can be assumed to be representative of O2 mole fraction (Keeling and 

Shertz, 1992). In comparing changes in O2 to changes in CO2, on a mole for mole basis, 

a 1 per meg change in O2 is equivalent to a 0.2094 ppm (parts per million) change in 

CO2 mole fraction (Keeling et al., 1998a). 

Over the past 3 decades, atmospheric O2 has been decreasing at a rate of ~15 

per meg per year, primarily owing to fossil fuel combustion (Keeling and Manning, 

2014); over the same period, atmospheric CO2 has been increasing at an average rate 

of 2 ppm yr-1 (Dlugokencky and Tans, 2022), also predominantly due to fossil fuel 

combustion. For most processes that cause variability in atmospheric O2, there is an 

anti-correlated change in atmospheric CO2; therefore high-precision measurements of 

atmospheric O2 play an increasingly important role in our understanding of 

atmospheric CO2, carbon cycling, and other biogeochemical processes (e.g. Pickers et 

al., 2017; Resplandy et al., 2019; Battle et al., 2019; Tohjima et al., 2019). Fluxes of O2 

and CO2 in and out of the atmosphere are strongly coupled for terrestrial biosphere 

exchange with a global average oxidative ratio (OR) in the range of 1.03 to 1.10 mol 

mol-1 (Severinghaus, 1995). For fossil fuel combustion, dependent on fuel type, the OR 

is in the range of 1.17 to 1.95 mol mol-1 (Keeling, 1988b). Whereas O2 and CO2 fluxes 

are uncoupled for oceanic air-sea gas exchange primarily due to inorganic reactions 

in the water involving the carbonate system and not O2, as well as differences in air-

sea equilibration times between the two gases.  

The relationship between O2 and CO2 fluxes has also allowed for the derivation 

of the tracer ‘atmospheric potential oxygen’ (APO), as defined in Eq. (2.2) (Stephens 

et al., 1998). 
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APO ≈  𝑂2 + (−1.1 × 𝐶𝑂2)   (2.2) 

 Where the factor -1.1 represents the mean value of the O2:CO2 OR for 

terrestrial biosphere photosynthesis and respiration (Severinghaus, 1995), and 

where we have ignored very minor influences from methane and carbon monoxide. 

APO is therefore, by definition, invariant with respect to the terrestrial biosphere. 

Changes in APO therefore mainly reflect changes in ocean-atmosphere exchange of O2 

and CO2 (primarily on seasonal and longer timescales), with a contribution from fossil 

fuels on both shorter and longer timescales. APO can thus be used to examine oceanic 

CO2 fluxes and to quantify fossil fuel CO2 (ffCO2) emissions (Pickers et al., 2022).  

The World Meteorological Organization (WMO) Global Atmospheric Watch 

(GAW) programme has established a measurement compatibility goal for O2 of ± 2 

per meg (± 0.4 ppm) (Crotwell et al., 2020), where compatibility (which can also be 

defined as measurement accuracy) refers to the acceptable level of agreement 

between two field stations or laboratories when measuring the same air sample. This 

is the scientifically desirable level of compatibility required to resolve latitudinal 

gradients and long-term trends (Crotwell et al., 2020). There is also an extended goal 

of ± 10 per meg (± 2 ppm) which is suitable for some specific applications when 

expected variation are relatively large, such as fossil fuel quantification in large cities 

(Crotwell et al., 2020). In order to meet the WMO compatibility goals, it is 

recommended that a measurement system’s repeatability should not exceed half of 

the compatibility goal (i.e., ± 1 per meg, ± 0.2 ppm). Where the repeatability refers to 

the closeness of agreements between results of measurements of the same measure 

(which is also sometimes referred to as the measurement systems precision). 

However, routinely achieving a measurement precision of ± 1 per meg, is not yet 

achievable for almost any laboratories and field stations making high-precision 

measurements of atmospheric O2. The large atmospheric background of O2 makes it 

extremely challenging to measure the relatively small variations to the level of 

repeatability required, since measuring a change of 0.2 ppm against the background 

(~209400 ppm) requires a relative precision of 0.0001 %. 

Presently, there are several different analytical techniques available for 

measuring atmospheric O2 to a high precision: interferometry (Keeling, 1988a), 

isotope ratio mass spectrometry (Bender et al., 1994), paramagnetic techniques 

(Manning et al., 1999), vacuum ultraviolet absorption (VUV) (Stephens et al., 2011), 

gas chromatography (Tohjima, 2000), and electrochemical fuel cells (Stephens et al., 

2007a). The most precise of these current methods is the VUV absorption technique 
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however, VUV O2 analysers are ‘homemade’ and are not commercially available, thus 

limiting their widespread applications. None of these techniques are ‘off-the-shelf’ 

systems, all of them are complex and time-consuming systems to design, build, and 

optimise, with very precise pressure, temperature, and flow control needed. All of the 

techniques also require frequent interruption to sample measurement to carry out 

calibration procedures (Kozlova and Manning, 2009). The supply of calibration gases 

for such systems is particularly labour intensive, due to both their relatively rapid 

consumption rate and the fact that no commercial gas supply company is able to 

provide suitable gas mixtures for atmospheric O2 research. Accurate, high-precision 

atmospheric O2 measurements therefore remain challenging. An alternative 

commercially available O2 analyser with fewer requirements for external gas 

handling, air-sample drying, and calibration procedures could consequently advance 

the field of atmospheric O2 measurements if the required performance could be 

achieved and if it were relatively easy to operate with low maintenance requirements 

and a lower rate of calibration gas consumption. 

In this paper we present the results from the analysis of a Picarro Inc. G2207-i 

oxygen analyser, which operates on the principle of cavity ring-down spectroscopy 

technology (CRDS), (hereafter referred to as the G2207-i) and evaluate its 

performance in comparison to established O2 measurement systems in the University 

of East Anglia (UEA) Carbon Related Atmospheric Measurements (CRAM) Laboratory 

and at the Weybourne Atmospheric Observatory (WAO; North Norfolk, UK). Unlike 

most other analytical techniques used for atmospheric O2 measurements, it is 

intended that the G2207-i should not require a continuous reference gas supply, and 

it has built-in pressure and flow control, and the potential for greatly reduced sample 

drying requirements due to a built-in water measurement and correction procedure. 

These features make the G2207-i a potentially desirable analyser for high-precision 

atmospheric O2 research, but we note that it would still require the same rigorous 

calibration procedures as other analysers (Kozlova and Manning, 2009), albeit 

possibly at reduced frequency. In this paper we quantify the compatibility, 

repeatability, and drift rates in the context of WMO/GAW guidelines (Crotwell et al., 

2020). In order to further examine the performance of the G2207-i in real-world 

applications, we also calculated ffCO2 from concurrent O2 and CO2 measurements 

made, using the novel methodology presented by Pickers et al. (2022). We compare 

ffCO2 calculated with O2 measurements from the G2207-i installed at WAO with ffCO2 
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calculated from the established O2 system employing a Sable Systems International 

Inc. ‘Oxzilla II’ fuel cell analyser. 

2.2 Methods 

2.2.1 Picarro G2207-i analyser 

The Picarro G2207-i O2 analyser makes absolute measurements of the mole fractions 

of the two most abundant atmospheric O2 isotopologues, 16O16O and 16O18O, through 

absorption spectra at 7882.18670 cm-1 and 7882.050155 cm-1, respectively (Berhanu 

et al., 2019). The design principles of this analyser have been described in detail by 

Berhanu et al. (2019). In our study we evaluate only what is called the ‘O2 

concentration’ mode, measuring only the 16O16O isotopologue. In the other mode, 

called the ‘δ18O plus O2 concentration’ mode, O2 mole fraction values are considerably 

less precise, as the analyser is not optimised for 16O16O measurements (primarily via 

a different set point for the pressure in the cavity). The analyser reports both ‘wet’ 

and ‘dry’ O2 mole fraction values. The ‘wet’ values (O2,NC; NC stands for ‘not 

corrected’) do not have any correction applied to them, whereas the ‘dry’ values 

(O2,WC; WC stands for ‘water corrected’) are corrected for the dilution effect of water 

vapour on the O2 mole fraction, as well as spectroscopic interference, using the 

analyser’s parallel water vapour mole fraction measurements. The G2207-i datasheet 

states a measurement precision of 5 ppm + 0.1 % of the reading (1-σ, 5 sec) for the 

water vapour mole fraction. 

2.2.2 CRAM laboratory measurement of cylinder gases 

The performance of the G2207-i was evaluated in the UEA CRAM Laboratory by 

measuring a suite of 12 gas cylinders all containing dry natural air with varying O2 

mole fractions. The cylinders were stored horizontally in a thermally insulated ‘Blue 

Box’ enclosure in order to prevent gravitational and thermal fractionation of O2 

relative to N2 (Keeling et al., 2007). Each cylinder was connected to a regulator with a 

delivery pressure of 1700 mbar and flow rate of ~95 mL min-1, the cylinders were 

switched between using a multi-position VICI Valco valve. The O2 composition of each 

of these cylinders was precisely defined on the Scripps Institution of Oceanography 

(SIO) O2 scale (Keeling et al., 2007) using a VUV O2 analyser, which is also in the 
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CRAM Laboratory. The CO2 mole fraction was defined on the ‘WMO CO2 X2007’ scale 

(Zhao and Tans, 2006) using a Siemens Corp. Ultramat model 6F non-dispersive 

infrared (NDIR) CO2 analyser. Five of these cylinders were working secondary 

standards (WSSes) which were used to calibrate the G2207-i, one was a reference 

tank (RT; explained below in section 2.2.3.2), while the other six were treated as 

cylinders with unknown mole fractions (Table 2.1). The six ‘unknown’ cylinders were 

used to evaluate the performance of the analyser with a CO2 mole fraction range of 

375 to 443 ppm and an O2/N2 ratio range of -915 to +435 per meg, a much larger 

range than would typically be observed in ambient air. 

The cylinders were run consecutively, starting with the six ‘unknowns’ and 

ending with the five WSSes, with the RT run at the beginning and end; this sequence 

was repeated twice. Each of the gas cylinders was flushed for 20 minutes prior to 

running on the G2207-i to allow for removal of stagnant air and equilibration of the 

pressure regulators; air from each cylinder was then passed through the analyser for 

20 minutes, with the first 8 minutes of data discarded to allow flushing of the 

previous cylinder’s air from the cavity, and to maintain consistency with the flushing 

time employed in subsequent WAO tests (section 2.2.3.2). The remaining 12 minutes 

for each cylinder was then averaged to give the ‘raw’ O2,NC value for each cylinder as 

measured on the G2207-i. 

Table 2.1. Declared O2/N2 ratios and CO2 mole fractions with ± 1σ standard 
deviations of the five WSSes, RT, and six ‘unknown’ cylinder gases used in the CRAM 
Laboratory tests of the G2207-i. 

Cylinder 
number 

Cylinder 
ID 

Declared O2 (per 
meg)a 

Declared CO2 
(ppm)b 

WSS1 D089507 -565.5 ±1.3 428.741 ±0.018 
WSS2 D801299 -486.1 ±3.0 381.230 ±0.016 
WSS3 D073409 -658.4 ±2.2 398.875 ±0.018 
WSS4 D073419 -926.4 ±5.9 440.355 ±0.072 
WSS5 D073418 -782.7 ±5.6 413.662 ±0.057 

RT CC78691 -414.3 ±0.8 384.915 ±0.005 
1 D273555 -914.8 ±0.7 443.384 ±0.013 
2 D399093 -880.5 ±0.9 415.246 ±0.003 
3 ND29112 -582.0 ±1.0 399.976 ±0.004 
4 ND29110 -375.0 ±1.3 381.544 ±0.004 
5 D273559c 411.7 ±2.1 375.122 ±0.007 
6 D801298c 434.6 ±0.3 412.934 ±0.002 

a Values declared with a VUV O2 analyser in the CRAM Laboratory traceable to the SIO O2 scale 
b Values declared with a Siemens Ultramat 6F NDIR CO2 analyser in the CRAM Laboratory 
traceable to the WMO CO2 X2007 scale 
c The O2 values of these cylinders is far outside the range observed in ambient air, thus are 
less relevant to the applications of atmospheric observations but have been included in this 
analysis for completeness of examining the analysers performance. 
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The G2207-i has a linear response to O2 mole fraction (Eq. (2.3)) 

𝑦 = 𝐵𝑥 + 𝐶    (2.3)  

where, B and C are the coefficients derived from the slope and intercept of the 

linear regression calculated from the measurement of the WSSes. Therefore, a 

minimum of two WSS cylinders are required to determine the B and C coefficients, 

but by using five we are able to calculate the coefficient of determination (R2), as well 

as providing more robustness in the fit. The calibration equation was used to convert 

the ‘raw’ O2,NC values taken from the G2207-i (x in Eq. (2.3)) into what we call ‘ppm 

equivalent’ (ppmEquiv) O2 units (y in Eq. (2.3)), as described in Kozlova and Manning 

(2009). A linear interpolation between the RT at the beginning and end of each run 

was used as a baseline for the run and subtracted from all other cylinder 

measurements to correct for short-term instrumental variations. The calibration 

curve (Eq. (2.3)) for the G2207-i was also determined relative to the interpolated RT 

values (WSS - RT); thus, all the unknown cylinder measurements could be converted 

into ppmEquiv. The ppmEquiv O2 units were then converted to per meg units, 

providing a δ(O2/N2) value for each ‘unknown cylinder, using Eq. (2.4). 

𝛿 (
𝑂2

𝑁2
) =  

𝛿𝑂2 +(𝐶𝑂2−363.29) × 𝑆𝑂2

𝑆𝑂2 ×(1− 𝑆𝑂2)
   (2.4)  

where, δO2 is the calibrated G2207-i O2,NC value in ppmEquiv units, CO2 is the 

declared cylinder CO2 mole fraction from the Siemens analyser in ppm, SO2 is 0.2094 

which is the standard mole fraction of O2 molecules in dry air, and 363.29 is an 

arbitrary CO2 reference value in ppm, inherent to the SIO O2 scale (Stephens et al., 

2007a). 

2.2.3 Weybourne Atmospheric Observatory field tests 

Weybourne Atmospheric Observatory (WAO) is located on the north Norfolk 

coast, UK (52°57’02’’N, 1°07’19’’E), approximately 35 km north-northwest of 

Norwich, 170 km northeast of London and 200 km east of Birmingham. It is part of 

the European Union’s Integrated Carbon Observation System (ICOS) and the World 

Meteorological Organization’s (WMO) Global Atmosphere Watch (GAW) programme. 

High-precision, high-accuracy, continuous measurements of a wide array of 

atmospheric gas species (including greenhouse gases, isotopes, reactive gases) are 
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carried out at a fine temporal scale, funded in part through the UK’s National Centre 

for Atmospheric Science (NCAS) long-term measurement programme. 

Atmospheric O2 and CO2 have been measured continuously at WAO since 2008 

(Wilson, 2013). CO2 is measured with an Ultramat 6E NDIR analyser (Siemens Corp.) 

and O2 is measured with a ‘Oxzilla II’ dual fuel cell O2 analyser (Sable Systems 

International Inc.) (hereafter referred to as the ‘Oxzilla’). The Oxzilla is a differential 

analyser which uses two lead fuel cell sensors consisting of a lead anode in an acidic 

electrolyte solution. O2 from the air passes through a gas-permeable membrane in the 

cells and undergoes electrochemical reduction. This reaction then generates a current 

that is directly proportional to the partial pressure of O2 at the cell sensing surface.  

The analysers are arranged in series, with the air sample first passing through the 

Ultramat 6E and then the Oxzilla, with rigorous gas handling and calibration 

protocols followed (as in Stephens et al., 2007a). 

The G2207-i was installed at WAO from 23 October 2019 – 02 November 

2019, sampling from a solar shield aspirated air inlet (AAI) at a height of 10 m above 

ground level (a.g.l.; 20 m above sea level, a.s.l.). The AAI protects the inlet from solar 

radiation and generates a continuous air flow over the inlet, thus preventing the 

differential fractionation of O2 molecules relative to N2 molecules due to ambient 

temperature variations (Blaine et al., 2006) and relatively slow inlet flow rates 

(Manning, 2001). A full plumbing diagram of the gas-handling set-up for the G2207-i 

at WAO is displayed in Figure 2.1. 

 

Figure 2.1. Gas handling diagram of the Picarro G2207-i installed at WAO. (AAI, 
aspirated air inlet; WSS, working secondary standard; RT, reference tank; TT, target 
tank). Calibration gases were shared with the established O2 and CO2 system (using 
V4), but the established system has its own AAI, pump, drying system, and pressure 
and flow control (not depicted here). 
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2.2.3.1 Drying 

Water vapour mole fractions in the troposphere vary from a few parts per 

million to a few percent over small temporal and spatial scales. This water vapour has 

a diluting effect on atmospheric gas measurement. A 1 ppm increase of water vapour 

will dilute the measured atmospheric O2 by approximately 1.3 per meg (Stephens et 

al., 2007a); thus, the existing method for high-precision atmospheric O2 

measurements is to dry the sample air to less than 1 ppm water vapour content 

before measurement. All calibration and RT gases are also dried to less than 1 ppm 

water vapour. Furthermore, measurements using spectroscopy techniques are also 

sensitive to water vapour variability due to changes in the degree of pressure 

broadening of the spectroscopic lines used to measure the O2 and δ18O2. Water 

vapour correction has previously been successfully implemented for measurements 

of CO2 and methane (CH4) with CRDS analysers (Chen et al., 2010); however, in order 

to achieve accuracies within the WMO goal of 1% H2O, custom coefficients must be 

obtained for each analyser (Rella et al., 2013). 

As discussed in section 2.1, O2 measurements are reported by the G2207-i as 

‘wet’ (O2,NC) and, after the implementation of water correction, ‘dry’ (O2,WC). In order 

to evaluate the effectiveness of the built-in water correction procedure for 

compensating for water vapour dilution, ambient air was sampled with three 

different drying regimes: no drying, partial drying, and full drying. Under the full 

drying conditions (which is the current standard practice), the sample air passed 

through a fridge trap (~1°C) and a cryogenic chiller trap (~-90°C), removing water 

vapour to < 1 ppm. Under partial drying the chiller was bypassed, so the sample air 

only passed through the fridge trap, which dries the air to approximately 5000 ppm 

of water vapour. With no drying, both the chiller and fridge were bypassed. Air was 

simultaneously sampled through a separate AAI (10 m a.g.l.) into the pre-existing O2 

and CO2 system with full drying during each of these stages. The time difference 

between air travelling from the AAIs to each of the two analysers was accounted for. 

This was done by running ambient air through the G2207-i and Oxzilla systems and 

comparing the high-frequency data with differing time-shifts when there was a lot of 

variability in the O2 measurements. We found that no correction was needed for the 

response time between the two systems. 

To evaluate the built-in water correction procedure of the G2207-i the O2,WC 

values were compared with measurements from the Oxzilla (which was continuously 
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sampling fully dried air) for the no drying and partial drying periods, and the O2,NC 

and O2,WC G2207-i values were compared to the Oxzilla when sampling fully dried air. 

2.2.3.2 Calibration procedure 

A tailor-made calibration protocol was developed for the G2207-i following 

ICOS atmospheric station specifications (ICOS-RI, 2020). The calibration cylinders 

were stored horizontally in a thermally insulated ‘Blue Box’ enclosure in order to 

prevent gravitational and thermal fractionation of O2 and N2. The calibration gases 

consisted of three WSSes with precisely defined O2 and CO2 values which span the 

unpolluted atmospheric range (traceable to the SIO O2 and WMO CO2 X2007 scales) 

and a reference tank (RT) with O2 and CO2 values close to ambient air conditions at 

the site. The repeatability and compatibility of the analyser were evaluated using a 

target tank (TT) (sometimes known as a ‘surveillance tank’) with precisely defined O2 

and CO2 values. With full drying of the sample air each of the WSSes, the RT, and the 

TT were run for 20 minutes, the first 8 minutes was discarded due to the sweep-out 

time of the G2207-i, equilibration after valve switching, and surface effects, and the 

final 12 minutes averaged to determine the cylinder value for the given run. A 

flushing period of 8 minutes and averaging time of 12 minutes were chosen to match 

that of the established system. Under partial and no drying, the run-time of the 

cylinders was increased in order to fully flush the G2207-i of water vapour; each 

cylinder was therefore run for 32 minutes, with the first 20 minutes being discarded 

and the final 12 minutes averaged.  

A full 3-gas WSS calibration of the G2207-i was run every 23 hours, this 

frequency is intentionally not a multiple of 24 hours in order to prevent aliasing the 

data by calibrating under environmental conditions that may occur at the same time 

each day. This calibration corrects for drift in the span or non-linearity of the 

analyser. As in the CRAM laboratory tests (see section 2.2.2), the WSSes were used to 

define a calibration equation to convert the raw analyser O2 values into ppmEquiv O2 

units. Eq. (2.3) and the concurrent CO2 measurement from the Ultramat 6E NDIR 

were then used to convert this into per meg units. 

The RT is used for data correction caused by short-term instrument drift and 

was run every 5 hours. A linear interpolation between each of the RT run averages 

was treated as a baseline and subtracted from all subsequent air and cylinder 

measurements. The calibration curve for the G2207-i was also determined relative to 
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the RT values (WSS- RT) , thus the air measurement differences can be easily 

converted into per meg units.  

Finally, the TT was run every 7 hours, this cylinder is used to quantify the 

repeatability and compatibility of the analyser. ‘Repeatability’ is defined as the 

closeness of agreement between results of successive measurements of the same 

measure carried out under the same measurement conditions and is considered as a 

proxy for the precision of a measurement system. ‘Compatibility’ is defined as the 

averaged O2 value of all TT runs over time, compared to the values declared by the 

VUV, and provides a measure of the compatibility to the SIO scale over time (Kozlova 

and Manning, 2009). The TT air does not pass through the AAI or drying lines (Figure 

2.1) so it is therefore mainly representative of the analyser’s repeatability and 

compatibility only.  

2.2.4 Quantifying fossil fuel CO2 using atmospheric potential oxygen 

In order to further assess the G2207-i’s performance in real-world 

applications the hourly-averaged O2,NC observations from the full drying regime 

period at WAO were used to isolate the fossil fuel component of the concurrent CO2 

observations and then compared to the ffCO2 values calculated from atmospheric 

potential oxygen (APO) derived from the hourly-averaged Oxzilla O2 observations 

following the methodology outlined in Pickers et al. (2022). 

The tracer APO, derived by Stephens et al. (1998), was first calculated using 

Eq. (2.5) (using both G2207-i O2,NC and Oxzilla O2 values); these APO values were then 

used to calculate ffCO2 using Eq. (2.6). 

𝐴𝑃𝑂 = [𝑂2] + ((
−1.1

0.2094
) × (350 − [𝐶𝑂2]))    (2.5) 

where O2 and CO2 are in per meg and ppm units, respectively; -1.1 is the global 

average O2:CO2 terrestrial biosphere-atmosphere exchange rate (Severinghaus, 

1995), 0.2094 is the mole fraction of O2 molecules in dry air (Tohjima et al., 2005), 

and 350 is an arbitrary reference value for CO2 in ppm. Multiplying CO2 by -1.1 and 

dividing by 0.2094 converts the CO2 data from ppm to per meg units.  

𝑓𝑓𝐶𝑂2 =  
𝐴𝑃𝑂− 𝐴𝑃𝑂𝑏𝑔

𝑅𝐴𝑃𝑂:𝐶𝑂2

    (2.6) 

Where APO is derived from Eq. (5) in per meg units, APObg is the APO 

background, or baseline, value determined using a statistical baseline fitting 

procedure, and RAPO:CO2 is the APO:CO2 combustion ratio for fossil fuel emissions. The 
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APObg values were determined using the rfbaseline function from the IDPmisc 

package in R, which implements robust fitting of local regression models, with a 

smoothing window of 1 week (Ruckstuhl et al., 2012). The APO:CO2 emission ratio 

(RAPO:CO2) used is -0.3 mol mol-1, an approximate mean value for WAO as determined 

from the COFFEE inventory (a typical value for fossil fuel emissions, given that the 

APO:CO2 ratio = O2:CO2 + 1.1) (Pickers, 2016; Steinbach et al., 2011). The uncertainty 

on the ffCO2 mole fractions was calculated using Eq. (2.6) with the upper and lower 

uncertainty limit for each variable (where the measurement uncertainty for APO was 

calculated by summing in quadrature the CO2 and O2 measurement uncertainty for 

each analyser), then taking the standard deviation (SD) of the resultant ffCO2 value of 

each combination for each hourly time stamp. 

2.3 Results and discussion 

2.3.1 Precision and drift 

To assess the short-term precision and optimal averaging time of the G2207-i 

the Allan deviation technique (Werle et al., 1993) was used whilst sampling a 

compressed-air cylinder in the laboratory (50 L, 200 bar). The cylinder was run for 

24 hours with a sample flow rate of 94 mL min-1 and cavity pressure and temperature 

of 340 mbar and 45°C, respectively. The results of this Allan deviation analysis are in 

agreement with those obtained by Berhanu et al. (2019), where a precision of 1 ppm 

(~4.8 per meg) was achieved after an averaging time of 300 seconds. Precision then 

continues to improve until around a 30 minute averaging time where a precision of 

~0.5 ppm (~2.4 per meg) is reached, and remains around that value for averaging 

times up to around 1 hour (Figure 2.2). It should be noted that unlike the hourly 

average and standard deviation obtained from measurement of cylinder air, the 

hourly averaged atmospheric data also contain natural variability in addition to 

analyser related noise and drift.  
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Figure 2.2. Allan deviation plot displaying the precision of the G2207-i O2 mole 
fraction measured from an ambient compressed-air cylinder. The Allan deviation was 
calculated using the ‘avarn’ function from the ‘allanvar’ R package.  

To evaluate the analyser drift (i.e., the changing sensitivity of the analysers 

response with time), O2,NC values from the G2207-i were averaged to 1 hour (Figure 

2.3b; reported in ppm where 1 ppm corresponds to a change of 4.8 per meg in the 

O2/N2 ratio). The G2207-i datasheet states a maximum drift at STP (standard 

temperature and pressure) (over 24 hours, peak-to-peak, 1-hour internal average at 

21 % O2) of <6 ppm. We found that over 24 hours, the range of the hourly averages is 

~1.2 ppm (approximately 5.8 per meg); this is better than stated by Picarro Inc. but 

does not meet the WMO compatibility goal of ± 2 per meg, as the internal drift of the 

analyser is greater than this goal. The standard deviation of each of these hourly 

averages is ~14.5 ppm (~69.6 per meg) (Figure 2.3a), this is caused by the large 

amount of analyser noise in the raw 1 second data points, spanning ~100 ppm (~480 

per meg) (Figure 2.3c). The overall drift over the 24 hours of raw data however is 

very small, shown by a linear regression slope of -4.26 x 10-6 ppm s-1 (Figure 2.3c). 
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Figure 2.3. O2,NC mole fractions from the G2207-i sampling dry compressed cylinder 
air over 24 hours (reported in ppm, where 1 ppm corresponds to a change of 4.8 per 
meg in the O2/N2 ratio). (a) Standard deviation of the hourly averaged values. (b) 
Hourly averaged O2,NC, with error bars representing standard deviation. (c) Raw 1 
second O2,NC values, the red line depicts the linear regression line, with the equation 
and R2 value written above. 

2.3.2 CRAM laboratory measurement of cylinder gases 

The G2207-i analyser performance was evaluated by measuring six gas 

cylinders with precisely defined O2 and CO2 values as measured on a VUV O2 analyser 

and Siemens Ultramat 6F NDIR CO2 analyser (Table 2.1). The difference between the 

O2,NC values (per meg) as measured by the G2207-i and the declared values from the 

VUV are shown in Table 2.2, for runs both with and without the RT interpolation 

applied. This procedure was carried out twice, referred to as ‘Run 1’ and ‘Run 2’ in 

Table 2.2. 

For both sets of runs without the application of the RT interpolation the 

difference between the VUV declared value and that measured by the G2207-i is very 

large and far outside of an acceptable range (Table 2.2), with an average difference 

from the declared values for all cylinders of 22.0 ± 10.3 per meg. For all cylinders, 

except for cylinder 5 and 6, a large improvement in the difference is seen after the 
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application of the RT correction. Due to the large differences between the declared 

and measured values without the RT correction applied, only the results with the RT 

correction will be discussed hereafter.  

Table 2.2. The difference between the O2 value of each cylinder as measured on the 
G2207-i and the VUV analyser (G2207-i - VUV), for two runs on the G2207-i with and 
without RT correction applied. 

 
 

 
 
 

Cyl 
no. 

 
 

 
Decla

red O2 
(per 

meg) 

Without RT correction With RT correction 

Run 1 
difference 

from 
declared 

(per 
meg)a 

Run 2 
difference 

from 
declared 

(per 
meg)a 

Mean of 
absolute 

difference 
of both 

runs (per 
meg)b 

Run 1 
difference 

from 
declared 

(per 
meg)a 

Run 2 
difference 

from 
declared 

(per 
meg)a 

Mean of 
absolute 

difference
s of both 

runs (per 
meg)b 

1 -914.8 
±0.7 

9.9±8.4 21.4±8.2 15.7± 8.1 0.4±8.5 2.4±8.1 1.4±1.4 

2 -880.5 
±0.9 

13.7±8.7 26.5±8.3 20.1±9.1 6.1±8.4 7.6±8.2 6.9±1.1 

3 -582.0 
±1.0 

8.1±8.5 22.4±11.3 15.3±10.1 0.7± 8.0 3.1±11.2 1.9±1.7 

4 -375.0 
±1.3 

12.4±11.6 18.4±9.5 15.4±4.2 5.8±11.3 -1.1±9.5 3.5±3.3 

5 411.7 
±2.1 

44.0±12.6 -3.6±11.5 23.8±28.6 19.0±12.4 -40.1±10.2 29.6±14.9 

6 434.6 
±0.3 

44.6±5.4 -39.1±10.2 41.9±3.9 22.2±5.1 -49.8±11.5 36.0±19.5 

a ±1σ standard deviation of the 12-minute G2207-i average. 
b ±1σ standard deviation of the average of the run 1 and run 2 G2207-i – VUV absolute 
differences. 

 
Cylinders 5 and 6 contain O2 values far higher than that found in ambient air 

(411.7 and 432.6 and per meg, respectively) and outside of the range spanned by the 

WSSes used for calibration. For these two cylinders, the difference between the 

declared value and that measured by the G2207-i is far larger than the other cylinders 

and also more variable between the two runs with a standard deviation of the 

absolute values between the two runs of ± 14.9 and ± 19.5 per meg, respectively 

(Table 2.2). Berhanu et al. (2019) found that the accuracy of the G2207-i was reduced 

when the CO2 mixing ratio was much higher than that of ambient air but did not 

observe the same reduction in accuracy with high O2 mixing ratios. Ignoring the two 

cylinders with positive O2, the average absolute difference between the remaining 4 

unknown cylinders and the declared values over the two runs is 3.4 ± 2.5 per meg, 

this is slightly greater than the WMO compatibility goal of ± 2 per meg but does fall 

within the extended goal of ± 10 per meg and is similar to what can be achieved with 

an Oxzilla II (Pickers et al., 2017). There is also no correlation between the accuracy 
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and the declared O2 value excluding the two cylinders with positive O2 (R2 = 0.07 for 

run 1, R2 = 0.53 for run 2). 

Although the accuracy of the O2 values measured by the G2207-i for these 

cylinders is variable, particularly for the cylinders with high O2, the standard 

deviation of the 2-minute data points used to calculate the final cylinder O2 value as 

defined by the G2207-i within each run is more consistent. However, the 

repeatability, used as a proxy for precision, and defined here as the ± 1σ standard 

deviation of the average of the two measurements of each cylinder are variable. For 

the two cylinders with high O2 (cylinders 5 and 6) the repeatability is more than 5 

times greater than the WMO extended repeatability goal of ± 5 per meg. For the 

remaining four cylinder the repeatability is far lower, with cylinder 1 and cylinder 3 

both falling within the extended repeatability goal. 

2.3.3 Weybourne Atmospheric Observatory field tests 

2.3.3.1 Partial and no drying of ambient air measurements 

The results from no drying and partial drying of the sample air into the G2207-

i at WAO are displayed in Figure 2.4 and Figure 2.5, respectively. The O2 mole 

fractions reported in ppm units by the G2207-i were converted to per meg units using 

the calibration equations produced through the measurement of the three WSS 

cylinders every 23 hours, and the concurrent CO2 observations from the Ultramat 6E 

analyser.  
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Figure 2.4. With no drying of the sample air through the G2207-i (a) Hourly averaged 
water vapour, (b) G2207-i – Oxzilla difference for O2,NC (dark blue) and O2,WC (light 
blue), and (c) Oxzilla O2 with no drying of the sample air through the G2207-i. Note 
the reversed water vapour axis and different axis scales for O2,NC and O2,WC. 

During the period where there was no drying of the G2207-i air sample there 

is a significant difference between the O2 values reported by the Oxzilla (dried air) 

and the G2207-i O2,NC values (Figure 2.4b), this is to be expected due to the diluting 

effect of water vapour; however, there is also a significant difference between the 

Oxzilla O2 and the G2207-i O2,WC values. Over the entire no drying period the average 

difference between the Oxzilla observations and the G2207-i O2,NC is -9654.4 ± 272.8 

per meg. The average difference between the Oxzilla and the G2207-i O2,WC values is -

849.8 ± 31.1 per meg. Although the difference is substantially smaller with the 

application of the G2207-i built-in water correction procedure, it is still unusably 

large, with no similarity in the Oxzilla and G2207-i signals and both the O2,NC and O2,WC 

G2207-i values correlating with the H2O variability (Figure 2.6a and b). This 

demonstrates that the algorithm currently applied for water correction is unsuitable 

for precise O2 measurement. 
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Figure 2.5. With partial drying of the sample air through the G2207-i (a) Hourly 
averaged Water vapour (top), (b) G2207-i – Oxzilla difference for O2,NC (dark blue) 
and O2,WC (light blue), and (c) Oxzilla O2 (bottom) with partial drying of the sample air 
through the G2207-i (Oxzilla sample air is fully dried). Note the reversed water 
vapour axis, and different axis scales for O2,NC and O2,WC. The spike in water vapour on 
12 November 2019 is due to a temporary increase in the temperature of the fridge.  

As seen during the no-drying period of the sample air, there is also a 

significant difference between the reported O2 values of the Oxzilla and G2207-i 

under the partial drying regime for both O2,NC and O2,WC (Figure 2.5). With partial 

drying, the time-series of the difference between the O2 values of the two analysers is 

a lot smoother than with no drying, this is due to the fridge trap removing some of the 

natural variability in the water vapour mole fraction. Over the entire partial drying 

period the average difference between the Oxzilla observations and the G2207-i O2,NC 

is -7144.1 ± 258.6 per meg. The average difference between the Oxzilla and the 

G2207-i O2,WC values is -612.7 ± 31.8 per meg. There is a large improvement with the 

application of the water correction procedure; however, as with the no-drying results, 

the difference in O2 values between the Oxzilla and G2207-i O2,WC are too large to be 

usable for any application, with the O2,NC and O2,WC values correlating with the H2O 

variability (Figure 2.6c and d). 
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Figure 2.6. Correlation between water vapour mole fraction and hourly averaged 
G2207-i O2 for (a) no drying O2,NC, (b) no drying O2,WC, (c) partial drying O2,NC, and (d) 
partial drying O2,WC. Red lines show linear regression.  

Under both partial drying and no-drying regimes, the difference between the 

Oxzilla and G2207-i values is strongly correlated with the water vapour mole fraction 

but decreases with the application of the built-in water correction procedure (Figure 

2.6). The R2 value decreases from 0.996 to 0.803 for no drying and from 0.967 to 

0.301 for partial drying once the water correction has been applied. Given the 

correlation between the water vapour mole fraction and the O2,WC reported by the 

G2207-i these values are not usable without significant improvements to the water 

correction procedure by Picarro Inc.. 

Due to the large differences observed between the Oxzilla and G2207-i 

reported O2 values under no drying and partial drying, no further investigation was 

undertaken, thus only the fully dried sample air is considered hereafter. 

2.3.3.2 Full drying of ambient air measurements 

The results from fully drying the sample air between 24 October 2019 and 7 

November 2019 are displayed in Figure 2.7. The O2 mole fractions reported in ppm 
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units by the G2207-i were converted to per meg units using the calibration equations 

produced through the measurement of the three WSS cylinders every 23 hours, and 

the concurrent CO2 observations. 

 

Figure 2.7. Time series with full drying of the air sample. (a) Hourly averaged water 
vapour, spikes are due to equilibration after valve switching from cylinder air to 
sample air. (b) G2207-i – Oxzilla difference for O2,WC (light blue), O2,NC (dark blue), and 
O2,NC without the RT interpolation applied (grey); vertical dashed lines indicated a full 
3-gas WSS calibration on the G2207-i, and the red horizontal line indicates zero 
difference from the Oxzilla. (c) Hourly averaged Oxzilla O2 (red), O2,WC (light blue) and 
O2,NC (dark blue). Note, there was no WSS calibration on 27 October 2019 due to a 
macro error which prevented valve switching to calibration gases, therefore the 
calibration from 26 October 2019 was applied for 46 hours. 

There is a greater difference between the Oxzilla and G2207-i O2,WC values 

than the O2,NC values, with an average difference over the entire full drying period of 

22.6 ± 7.4 per meg compared to 13.6 ± 7.5 per meg, respectively. This may be due to 

overcorrection of the O2,NC values as the water vapour mole fraction is below the 

G2207-i’s lower detection limit and precision i.e. the G2207-i is reporting H2O mole 

fractions of approximately 7 ppm (Figure 2.7a) (with frequent spikes due to 

equilibration after switching of V1 (Figure 2.1) from cylinder to sample air); however, 

when the air sample is fully dried by passing through the chiller and fridge trap, the 

water vapour is reduced to below 1 ppm. This overestimated water correction whilst 

sampling fully dried air was also found by Berhanu et al. (2019). We therefore only 

refer to the O2,NC values, which we believe to be more accurate, in the analysis from 

now onwards. 
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The large jumps in the G2207-i O2,NC values following WSS calibrations (see 

Figure 2.7b, grey points) are caused by a drift in the instruments baseline, which only 

becomes applied to the data after each calibration step is applied. These jumps were 

reduced through the application of the 5-hour RT interpolation procedure (see Figure 

2.7b, blue points) which constrained the baseline drift (refer to section 2.2.3.2). After 

the application of the RT interpolation the jumps between WSS calibrations were 

vastly reduced (see Figure 2.7). 

2.3.3.3 Repeatability and compatibility 

The repeatability and compatibility of the analyser were evaluated through the 

running of a TT every 7 hours during the full drying period using O2,NC values, the 

results of which are presented in Figure 2.8 and Table 2.3. For O2 the WMO 

repeatability goal is ± 1 per meg (with an extended goal of ± 5 per meg) and the 

compatibility goal is ± 2 per meg (with an extended goal of ± 10 per meg; indicated by 

the dashed lines in Figure 2.8; (Crotwell et al., 2020)).  

 

Figure 2.8. TT differences from declared values (measured - declared) (± 1σ 
standard deviation) for the Oxzilla (red) and G2207-i O2,NC (blue) . The solid line 
indicates zero difference from the declared O2 value of the TT, and the dashed lines 
indicate the WMO compatibility goal of ± 2 per meg and the extended goal of ± 10 per 
meg. 

The repeatability is determined from the mean ± 1σ standard deviations of the 

average of two consecutive measurements of the TT. For the G2207-i this is equal to ± 

5.7 ± 5.6 per meg, compared to ± 2.2 ± 2.0 per meg on the Oxzilla. Prior to applying 

the RT interpolation to the G2207-i data, the repeatability of the G2207-i was ± 11.9 ± 
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13.8 per meg, twice as bad as after the RT application; this is because after the RT 

interpolation was applied the large jumps in the TT value after a WSS calibration 

were removed. In the context of the WMO repeatability goals, neither the Oxzilla nor 

the G2207-i meet the goal of ± 1 per meg. For O2, the WMO the goals are very 

ambitious and not currently achievable by the O2 measurement community; hence, 

the ‘extended’ O2 repeatability goal of ± 5 per meg (Crotwell et al., 2020). The Oxzilla 

TT results lie within this extended goal, however the G2207-i does not, even after the 

application of the RT. 

Table 2.3. Repeatability and compatibility goals and achievements for each analyser. 

 Repeatability 
(per meg)a 

Compatibility (per 
meg)b 

WMO compatibility goal ± 1 (± 5)c ± 2 (± 10)c 

Oxzilla ± 2.21 ± 1.96 ± 3.03 ± 2.59 
G2207-i O2,NC without RT interpolation  ± 11.86 ± 13.83 ± 22.88 ± 34.11 

G2207-i O2,NC ± 5.69 ± 5.61 ± 9.97 ± 6.71 
a Values are calculated using the method in Kozlova and Manning (2009) and Pickers et al. 
(2017). Mean ± 1σ standard deviations of the average of two consecutive measurements of 
the TT, determined from 30 TT measurements for the Oxzilla and 37 TT measurements for 
the G2207-i, where one run is the average of 12 minutes of data. Uncertainties are given on 
these mean standard deviations, illustrating that the analytical repeatability is variable over 
time. 
b Mean differences between the measured TT O2/N2 ratio, and the declared values determined 
on the VUV analyser against primary calibration standards on the SIO O2 scale. 
c WMO repeatability and compatibility goals, where the repeatability of a measurement 
should be at most half of the value of the compatibility goal. For O2, the WMO the goals are 
very ambitious and not currently achievable by the O2 measurement community; hence the 
‘extended’ O2 goals, which are suitable for some O2 applications, shown in parenthesis. 

 

The compatibility of the analyser, which is here used as a proxy for accuracy, is 

determined by calculating the mean difference between the TT O2 as measured by the 

G2207-i and the VUV declared value (-718 per meg). The mean absolute difference 

from the declared value on the VUV for the Oxzilla is 3.0 ± 2.6 per meg, this is well 

within the extended WMO compatibility goal of ± 10 per meg and is quite close to 

more stringent goal of ± 2 per meg. The compatibility of the G2207-i prior to the 

application of the RT is 22.9 ± 34.1 per meg, which is far greater than even the 

extended compatibility goal of ± 10 per meg. After the application of the RT 

interpolation the compatibility of the G2207-i O2,NC was calculated as 10.0 ± 6.71 per 

meg, although this is not within the WMO compatibility goal, it is just within the 

extended goal, which is deemed suitable for some applications in specific 

circumstances, such as where the signals are very large as such that reduced 
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repeatability and compatibility does not preclude useful information from the 

measurements. 

The compatibility and repeatability of the G2207-i measurements were vastly 

improved after the application of a 5-hourly RT, however if one ignores the TT results 

immediately after a new WSS calibration (i.e., after the large jumps when the RT was 

not applied), the repeatability without the RT interpolation is 5.2 ± 4.5 per meg, 

improving to 4.3 ± 4.6 per meg when the RT is applied. This is because the RT 

corrected for baseline drift between WSS calibrations, but it does not correct for drift 

within the calibration period. However, as the TT results are imprecise (as illustrated 

by the large error bars in Figure 2.8), even if any baseline drift within a calibration 

period were corrected for there would likely be little improvement in the final TT 

results as the noise in the RT-corrected TT values is primarily caused by imprecision 

rather than baseline drift. 

2.3.4 Applications of the G2207-i O2 measurements in the calculation of 

fossil fuel CO2  

In order to further assess the G2207-i’s performance in real-world 

applications the fully dried, RT corrected, O2,NC observations from WAO were used to 

isolate the fossil fuel component of the concurrent CO2 observations and then 

compared to the ffCO2 values calculated from the Oxzilla O2 observations following 

the APO methodology outlined in Pickers et al. (2022). The resultant ffCO2 values 

calculated from each analyser are displayed in Figure 2.9. 

The measurement uncertainty was calculated as the average hourly SD on 30 

October 2019, this date was chosen as it was a particularly stable period with little 

variation in the TT results for both analysers (Figure 2.8); the resultant uncertainty 

for the G2207-i is ± 11.2 per meg compared to ± 4.9 per meg for the Oxzilla. The 

uncertainty in the baseline (± 28 %), and the emission ratio uncertainty (± 22 %) are 

significantly larger than these measurement uncertainties (Pickers et al., 2022), but 

as these are the same for both analysers the additional measurement uncertainty for 

the G2207-i caused by analyser noise increases the uncertainty of the calculated ffCO2 

values. The average final calculated uncertainty on the ffCO2 values calculated from 

the Oxzilla measurements is 5.8 ppm, compared to 13.0 ppm on the G2207-i . 

The average ffCO2 value over the entire full drying period for the Oxzilla is 5.1 

ppm, compared to 7.9 ppm on the G2207-i  (Table 2.4); the calculated ffCO2 from the 
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G2207-i is higher than that of the Oxzilla 73 % of the time. This difference is 

predominantly due to the higher O2 values reported by the G2207-i as discussed in 

section 2.3.3.2; some of this difference also comes from the jumps in the G2207-i O2 

values which mean that the calculated baselines used for each analyser follow 

different trends. For example, on the 27 October 2019 and 30 October 2019 the 

largest difference between the calculated ffCO2 values is observed (Figure 2.9), on 

both of these dates there is a large jump in O2 values from the previous day measured 

by the G2207-i following a WSS calibration (Figure 2.7). Although the O2 difference 

between the two analysers on these days are low, there was a large difference the 

preceding day. Days with the larger differences (due to a higher O2 value reported by 

the G2207-i) in observed values pull the baseline to become more positive, thus 

making the difference between the ffCO2 calculated from the two analysers larger on 

days where the actual observed O2 difference is smaller.  

 

Figure 2.9. (a) Difference between the ffCO2 calculated using the G2207-i and the 
Oxzilla O2 (G2207-i – Oxzilla). (b) Calculated ffCO2 from the G2207-i (red) and the 
Oxzilla (blue), blue and red shaded areas indicate uncertainty of the calculated ffCO2.  
Dashed black lines indicates 0 ppm. Negative ffCO2 values occur when O2 
observations are above (more negative) the calculated O2 baseline. Note the gaps are 
due to threshold requirement of a minimum of 20 minutes of data for hourly 
averages.  

Although the G2207-i calculated ffCO2 values are often higher than those from 

the Oxzilla, it still follows the same trend (with some jumps in the G2207-i values); 

however, the maximum and minimum values occur at different times. The differences 
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in ffCO2 calculated from the G2207-i and the Oxzilla will become problematic if using 

the G2207-i analyser for top-down ffCO2 quantification on an hourly basis.  

Table 2.4. Comparison of ffCO2 values calculated from the Oxzilla and G2207-i O2 
measurements. Average values given ±1σ standard deviation. 

 Oxzilla ffCO2 
(ppm) 

G2207-i ffCO2 (ppm) 

Average  5.1 ± 5.9 7.9 ± 6.6 
Maximum  25.2 29.4 
Minimum  -3.7 -6.5 

2.4 Conclusions 

The performance of the Picarro G2207-i under both laboratory and field 

conditions has been thoroughly evaluated. When running a cylinder on the G2207-i 

over 24 hours in the laboratory, we observed a large amount of noise in the raw 1 

second data, resulting in a large standard deviation in averaged data. This standard 

deviation is reduced over longer averaging times. During the laboratory 

measurement of cylinder gases with declared O2 values, the G2207-i performed 

within the WMO extended compatibility goal of ± 10 per meg when measuring 

cylinders with a negative O2 per meg value. When measuring cylinders with a positive 

O2 value, the precision and accuracy of the result worsened, thus the G2207-i is not 

recommended for use in this range.  

When sampling ambient air, we found that the G2207-i‘s built-in water 

correction does not, at present, sufficiently correct for the influence of water vapour 

even when the sample air is partially dried, and we therefore recommend full drying 

(<1 ppm H2O) of air samples. When sampling fully dried air, large step-changes in the 

reported O2 values from the G2207-i were observed after each WSS calibration; the 

addition of a RT every 5-hours vastly reduced these jumps however they were still 

observable. When the RT routine was applied the repeatability of the G2207-i was ± 

5.7 ± 5.6 per meg, falling just outside of the WMO extended goal of ± 5 per meg, it is 

possible that with a more frequent RT routine this repeatability will improve. The 

compatibility was ± 10.0 ± 6.7 per meg, falling within the WMO extended 

compatibility goal for O2 of ± 10 per meg. In the future, investigation into whether 

increasing the frequency of the running of a RT to reduce jumps in the observed O2 

values after a WSS calibration may improve both the repeatability and compatibility 

of the analyser. A key benefit of CRDS analysers is that they do not, in principle, 
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require drying of the air sample. However, this is not currently the case with the 

G2207-i for O2 measurements. 
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3.1 Introduction 

The atmospheric mole fraction and lifetime of a gas species is the result of a complex 

combination of emissions from sources and losses to sinks, and characteristics of the 

atmospheric volume into which they mix, on a local, regional, and global scale. To 

interpret the time series of atmospheric gas measurements and to understand the 

processes that affect them, it is necessary to separate and quantify the contribution 

from each of the sources and sinks to the measured mole fractions. However, this is a 

complicated task. For gases that have multiple sources and sinks, measurements of 

the atmospheric mole fractions alone are inadequate to precisely differentiate the 

contribution of these different sources and sinks to the total atmospheric abundance 

(Weiss and Prinn, 2011; Vardag et al., 2015; Pickers et al., 2022). The ability to 

predict the impact of gases in the atmosphere on climate depends critically on this 

ability to accurately represent these key processes in a range of models. The 

understanding of which processes are involved is also of vital importance to predict 

how sources and sinks may change under future climate scenarios.  

Gas species with long lifetimes reside in the atmosphere leading to a 

‘background’ mole fraction that is dictated by sources and sinks; new pollution events 

then occur on top of this background. The quantification of the different components 

of the measured mole fraction therefore first requires a separation of ‘background’ 

and ‘non-background’ signals (‘background’ is sometimes also referred to as 

‘baseline’). The combination of above-background pollution events with inverse 

modelling and atmospheric transport and chemistry models can then be used to map 

and quantify emissions and provide further understanding of the processes 

contributing to global atmospheric mole fractions. The background mole fraction of 

an atmospheric species can be defined as ‘the concentration [mole fraction] of a gas 

species in a pristine air mass in which atmospheric impurities of a relatively short 

lifetime are not present’ (IUPAC, 1997). For example, well-mixed air masses that 

contain constituent gas species at mole fractions considered representative of 

regional or hemispheric background value due to having little influence from 

localised sources of the constituent species. In order to identify an atmospheric 

background, it is therefore necessary to remove continental and local anthropogenic 

effects, which can cause either increases or decreases in the background mole 

fraction (Brunke et al., 2004).  
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To accurately assess long-term natural and anthropogenic emissions 

influences and short-term pollution events on the atmosphere, it is first necessary to 

identify these background atmospheric conditions. The comparison of time series 

from different sampling sites also requires the separation of well-mixed background 

air masses from those that have been subject to recent pollution events from localised 

sources. However, the determination of background conditions is subjective as there 

is no standardised methodology for determining backgrounds within the scientific 

atmospheric community. A consistent definition of background conditions across 

WMO GAW (World Meteorological Organization Global Atmosphere Watch) stations 

has historically been problematic as they represent a mixture of contrasting settings. 

Very few monitoring stations are remote enough to be permanently exposed to 

pristine air masses, and many GAW stations are frequently affected by local sources 

or sinks, meaning that all stations do not provide the same opportunities for 

observing air masses that have been minimally perturbed by terrestrial contact on 

diurnal, synoptic, or seasonal timescales (Chambers et al., 2016). Ultimately, the 

choice of method for determining the background in different studies is dependent on 

the local conditions at the given measurements station and the scientific question 

being asked.  

In recent years, several methods have been used to estimate the background 

composition for a range of atmospheric gas species. These methods, in brief, are as 

follows: criteria based on meteorological conditions using either measured 

meteorology from the station being investigated (e.g. Brailsford et al., 2012), 

evaluation of the air mass origin using back trajectory analysis (e.g. Cui et al., 2011), 

or by using a Lagrangian particle atmospheric dispersion model (e.g. Manning et al., 

2021); criteria based on statistical methods, including curve fitting (e.g. Ruckstuhl et 

al., 2012; Apadula et al., 2019); and criteria based on chemical parameters, such as 

trace gas mole fractions or the ratio of trace gases (e.g. Tsutsumi et al., 2006; Pu et al., 

2014). Many studies use a combination of two or more of the aforementioned 

methods in order to identify the background mole fractions (e.g. Brailsford et al., 

2012; Pu et al., 2014).   

For remote coastal locations, the ‘background’ can also be referred to as the 

‘clean maritime air sector’, for which wind direction can often be a good proxy to 

define a sector that has been subject to limited terrestrial contact. However, this is 

often complicated by local circulation that can impact upon this ‘clean air sector’. 
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Furthermore, wind direction alone is not necessarily a robust indicator of air mass 

history as the wind direction measured at a given location is not always 

representative of the larger scale synoptic flow due to local circulation e.g., sea breeze 

effects (Fleming et al., 2012). Air masses arriving from the ‘clean maritime air sector’ 

could have also mixed with polluted air before arriving at the measurement station 

(Fleming et al., 2012). This approach is therefore frequently used in conjunction with 

filtering of the time series in order to identify stable periods of air, that are 

representative of the ‘clean maritime air sector’ (Schuepbach et al., 2001; e.g. 

Brailsford et al., 2012; Chambers et al., 2016). 

Air mass back trajectories offer a more reliable method for estimating 

background conditions than use of the wind direction alone, as they provide 

information about the long-range air-mass history before arrival at the measurement 

point; however, their accuracy is affected by the resolution of the meteorological data 

used. Back trajectory models follow the path of a single parcel of air backwards 

through time from the receptor site. Back trajectories are used to determine a 

background by partitioning the trajectories into different source regions, and 

rejecting data that originates or passes over the defined ‘non-background’ regions 

(e.g. Balzani Lo o v et al., 2008; Cui et al., 2011). Trajectory analysis also has its 

limitations: the meteorological reanalysis data are not immediately available so they 

cannot be used to operate conditional samplers which can be set to sample when 

specified criterion are met, e.g. when air is arriving from the clean air sector. 

Additionally, the resolution is generally not better than a few hours, and, most 

importantly, even though the trajectory may indicate that an air mass may have 

passed over land it may not have mixed with polluted air close to the surface  (Gras 

and Whittlestone, 1992). In the boundary layer, the analysis of a single back 

trajectory is also not sufficient to fully describe the transport of an air mass due to 

turbulent mixing processes; these processes can be captured by the addition of 

dispersion modelling (Stohl, 1998). 

 Atmospheric Particle Dispersion Models (e.g., NAME (Jones et al., 2007)) can 

be used to better understand the history of the air mass being sampled through the 

simulated release of a large number of particles backwards in time from the receptor 

site to produce a ‘footprint’ of the air mass history, thus providing an improvement to 

back trajectory models which only follow a single parcel of air. Using this method, 

background composition is estimated using measurements in air masses that have 
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not been influenced by significant local sources or sinks (e.g. Ebinghaus et al., 2011; 

Manning et al., 2021). However, particle dispersion models are also limited by the 

frequency of runs (usually every few hours), the resolution of the meteorological data 

used as an input, and the delay in the availability of the input data meaning it cannot 

be computed in real-time.  

Purely statistical methodologies have also been used for the estimation of 

background composition. This approach commonly relies on a comparison of the 

standard deviation of the mole fraction data and the identification of measurements 

that deviate significantly from a smooth curve fit to the data; Thoning et al. (1989) 

presented an early statistical method for determining the carbon dioxide (CO2) 

background at Mauna Loa Observatory, and is the basis for many other statistical 

background methods. Examples of other statistical methods developed include: 

robust extraction of baseline signal (REBS) (Ruckstuhl et al., 2012), background data 

selection (BaDS) (Apadula et al., 2019; Trisolino et al., 2021), HPspline (Keeling et al., 

1989), coefficient of variation (COV) (Hagler et al., 2010; Brantley et al., 2014), 

standard deviation method (Drewnick et al., 2012) and anomaly detection algorithm 

(ADA) (Resovsky et al., 2021). Statistical filters are particularly appropriate for trace 

gases such as CO2, methane (CH4), and carbon monoxide (CO), where the key 

indicator of non-background influence is variability that is primarily caused by 

different sources and variable transport patterns (Brunke et al., 2004). A benefit of 

using statistical methods is that they do not have to be adapted to the conditions at an 

individual measurement station, so can be quicker and easier to implement, meaning 

they can be performed in near real-time, and they allow for easier comparison of 

multiple stations across large spatial scales.  However, as these methods are based 

purely on the input dataset, with no additional information, the produced background 

estimation can be easily skewed by any inconsistencies or large gaps in the dataset.  

Finally, the presence of concurrently measured atmospheric constituents, or 

ratios to other atmospheric constituents have been used as ‘tracers’ to select for 

background air masses. For example, CO (e.g. Parrish et al., 1991; Tsutsumi et al., 

2006), NOy (e.g. Zellweger et al., 2003; Zanis et al., 2007), and black carbon (Pu et al., 

2014; Fang et al., 2015). Tracers offer an objective, real-time criterion for background 

selection provided that they can be measured in parallel and provide a strong 

indication that the air being sampled has not been influenced recently by passage 

over land or a pollution source.  
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One such tracer with the ability to act as a proxy for recent influence from land 

surface contact is atmospheric radon-222 (222Rn). Radon-222 is a noble gas generated 

as part of the decay chain of uranium-238 (238U) from the alpha decay of radium-226 

(226Ra). As the first gaseous product in this decay chain, 222Rn is emitted from soil and 

enters the atmosphere, and thus originates predominantly from soil and rock. The 

ocean, ground-water and natural gas also contribute 222Rn to the atmospheric load, 

but these contributions are relatively very small (Porstendoerfer, 1994), with an 

oceanic source two to three orders of magnitude less than the terrestrial source 

(Zahorowski et al., 2013). As it is a noble gas, 222Rn does not react chemically with 

other species. It is also poorly soluble in water and does not attach to aerosols, so is 

not highly susceptible to wet or dry atmospheric deposition removal processes 

(Zahorowski et al., 2004). Thus, the only atmospheric sink of 222Rn is radioactive 

decay with a half-life of approximately 3.82 days. Therefore, it does not accumulate in 

the atmosphere on timescales longer than a month. This half-life is also comparable 

to that of other short-lived atmospheric pollutants (e.g. NOx, CO, O3), and to the 

timescale of many important aspects of atmospheric dynamics, making radon a useful 

tracer at local, regional, and global scales (Zahorowski et al., 2004). As 222Rn 

emissions are predominantly land based, in situ atmospheric 222Rn measurements can 

act as a powerful tracer to identify background air masses that have had limited 

recent interaction with terrestrial sources and sinks. 

Unlike other background estimation methods, 222Rn is based on continuous 

observations, and therefore does not rely on complex meteorological or statistical 

models that can introduce further uncertainties and require large amounts of 

computer processing power. 222Rn has been widely used as an indicator of recent 

terrestrial influences in air masses (e.g. Liu et al., 1984; Polian et al., 1986; Chambers 

et al., 2014), and of vertical mixing and atmospheric stability (e.g. Chambers et al., 

2011; Williams et al., 2013; Chambers et al., 2015). Radon has also been used in 

studies as a background selection technique both in conjunction with other gas 

species, such as CO (Brunke et al., 2004) and in back trajectory analysis (Chambers et 

al., 2013), as well as alone (e.g. Chambers et al., 2016; Crawford et al., 2018). All of 

these studies using 222Rn alone as a background selection methodology were either 

conducted at southern hemisphere or at high-altitude monitoring stations.  

Despite the importance of defining the background for scientific 

understanding and interpretation of atmospheric gas species measurements, there is 
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no internationally agreed method to calculate, or even define it. In different contexts, 

the background is defined to mean different things. In this chapter, I evaluate the 

potential of 222Rn as a proxy for regional maritime air masses and use these air 

masses to define a Regional Maritime Background (RMB) for several gas species 

routinely measured at the Weybourne Atmospheric Observatory (WAO; a northern 

hemisphere coastal station) and compare the resultant RMBs to those calculated 

using other methodologies. The six species that will be used to investigate the use of 

222Rn for calculating RMB values are CO2, oxygen (O2), hydrogen (H2), CH4, CO, and 

nitrous oxide (N2O).  These 222Rn derived RMBs are then compared to backgrounds 

produced using a statistical method, a particle dispersion model, a back trajectory 

analysis, and meteorological and standard deviation (SD) filtering.  

3.1.1 Aims 

(i) Use the 3-year 222Rn in situ time series at WAO to calculate monthly 

regional maritime backgrounds of 6 gas species: CO2, O2, H2, CH4, CO, and 

N2O. 

(ii) Quantitively compare the 222Rn method presented here to a range of other 

methods used to calculate atmospheric backgrounds to assess the 

robustness and compatibility compared to other methods. 

3.2 Weybourne Atmospheric Observatory and datasets 

The Weybourne Atmospheric Observatory (WAO) is located on the north Norfolk 

coast, UK (52°57’02’’N, 1°07’19’’E), approximately 35 km north-northwest of the city 

of Norwich, 170 km northeast of London and 200 km east of Birmingham. WAO 

experiences rapidly changing wind direction and is thus at a strategic location for 

sampling a variety of air masses including relatively clean ocean air from the North 

Atlantic Ocean and North Sea, as well as polluted European and UK air masses 

(Fleming et al., 2012). WAO is part of the European Union’s Integrated Carbon 

Observation System (ICOS) as an approved ‘Class 2’ station and is also a member of 

the World Meteorological Organization’s (WMO) Global Atmosphere Watch (GAW) 

programme. High-precision, high-accuracy, continuous measurements of a wide array 

of atmospheric gas species (including greenhouse gases, isotopes, and reactive gases) 
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are carried out at fine temporal scales. For a full station description, refer to Chapter 

1.  

3.2.1 Radon data 

Radon has been measured at the WAO since March 2018 using an ANSTO (Australian 

Nuclear Science and Technology) 1500 L dual-flow-loop two-filter atmospheric radon 

detector (Whittlestone and Zahorowski, 1998; Chambers et al., 2011). Unlike proxy 

techniques that use radon progeny measurements, the dual-flow-loop two-filter 

radon detectors provide a direct measurement of ambient radon activity. Air is drawn 

from a height of 10 m a.g.l. at approximately 85 L min-1 through an inlet system and a 

delay volume to allow for thoron (220Rn) decay (T1/2 = 56 s). This then passes 

through a filter to remove all ambient aerosols, as well as 222Rn and 220Rn progeny. 

This filtered air then passes into the main delay volume (1500 L) where new radon 

progeny form and the alpha-decays are counted on a second filter. The only source of 

progeny on the second filter is from the radioactive decay of 222Rn in the delay 

chamber, thus the alpha-decay (α) count rate is proportional to the ambient 222Rn 

activity concentration. Atmospheric 222Rn activity concentrations are then 

determined from the α count rate and air flow rate into the delay volume with a data 

point produced every 30-minutes. Air flows continuously through the analyser with a 

response time of 45 minutes due to the large delay volume. For a full description of 

the detector operating principles see Whittlestone and Zahorowski (1998) and 

Griffiths et al. (2016).  

Calibration of the detector is performed monthly (which is corrected for in 

post-processing; see Griffiths et al. (2016)) by the injection of radon from a well-

characterised 226Ra source (Pylon Electronics Inc.), with a source activity of 50 

kilobecquerel (kBq) at a flow rate of approximately 80 mL min-1. The detector’s signal 

is affected by a slow build-up of lead-210 (210Pb; t1/2 = 22.3 yr) on the second filter, 

therefore instrumental baseline drift checks are performed approximately every 

three months, from which a linear model of 210Pb accumulation on the second filter is 

derived and removed from the raw α counts. The net counts are then calibrated to 

atmospheric radon activity concentration (Schmithu sen et al., 2017). The accurate 

identification and removal of the detector’s baseline drift is particularly important for 
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coastal stations, such as WAO, where radon activity concentrations can vary over 

several orders of magnitude (Chambers et al., 2011). 

The raw 222Rn data were quality-checked and averaged to one hour. The 

timestamps of the 222Rn data were shifted backwards in time by two hours to account 

for the lag caused by the delay volume and instrument response time of the radon 

detector. The two-hour shift was determined by calculating the lagged covariance of 

radon with hourly lag intervals from -5 to +2 hours, with the resultant covariances 

(normalised to the -5 hours results) shown in Figure 3.1; a time lag of -2 hours 

produced the highest covariance between 222Rn and each species. The optimum time-

lag of two hours is likely attributable to a combination of the 45 minute detector 

response time (Griffiths et al., 2016) and that the convention for radon observations 

is for the timestamp to mark the end of the sampling period, whereas the averaging of 

other gas species normally marks the beginning of the hour.  The widely used 

approach to account for the delayed detector response is to implement a time-

deconvolution to the raw observations (Griffiths et al., 2016); however, this was not 

able to be completed in the timeframe required here. 

 

Figure 3.1. Covariance of 222Rn with O2, CO2, H2, CH4, CO, and N2O, with a time-lag 
applied to the 222Rn data between -5 and +2 hours, normalised so that -5 hours = 1.  
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3.2.2 Other datasets 

A range of atmospheric gas species are measured routinely at the WAO; for the 

purposes of this study, to evaluate the potential of 222Rn as a tracer for regional 

maritime background (RMB) air masses, six species have been investigated: CO2, O2 

(reported as O2/N2 ratios), H2, CH4, N2O, and CO. This choice of species allows for the 

comparison of different background calculation methods for a number of gases with 

differing source and sink processes.  

The six gas species are measured at WAO using a variety of instruments, as 

explained here in brief. O2/N2 ratios and CO2 mole fractions have been measured 

continuously at WAO since 2008 (Adcock et al., 2023). The O2/N2 ratio (hereafter 

referred to as O2 for simplicity) is measured with a Sable Systems International Inc. 

‘Oxzilla II’ differential fuel cell analyser and reported on the Scripps Institution of 

Oceanography (SIO) O2/N2 scale (Keeling et al., 2007). CO2 is measured using a 

Siemens Corporation ‘Ultramat 6E’ non-dispersive infrared (NDIR) analyser and the 

time series used in this chapter is reported on the WMO-X2007 scale (Zhao and Tans, 

2006). 

CH4, records at WAO began in 2013, and N2O and CO records began in 2008; 

since 2018 they have been measured on a Fourier Transform Infrared gas and isotope 

analyser (FTIR, Ecotech SpectronusTM) (Griffith et al., 2012). The CH4 mole fraction is 

reported on the WMO-X2004A scale (Dlugokencky et al., 2005), the N2O mole fraction 

on the WMO-X2006A scale (Hall et al., 2007) and the CO mole fraction is reported on 

the WMO-X2014A scale.  

Molecular hydrogen (H2) has been measured since 2008 on a modified 

Reduction Gas Analyser (Forster et al., 2012) (RGA3, Trace Analytical, Inc., California, 

USA), which includes gas chromatography followed by the reduction of mercuric 

oxide, and the H2 mole fraction is reported on the Max Planck Institute for 

Biogeochemistry (MPI-BGC)-2009 scale (Jordan and Steinberg, 2011).  

The three-year time series (01Apr2018 – 31Mar2021) of 222Rn, O2, CO2, CH4, 

CO, N2O, and H2 used in this analysis are displayed in Figure 3.2, averaged to one-hour 

for each species. The small gaps present in the time series are due to flushing and 

calibration periods, and the longer gaps (particularly in CO2 and O2) are due to 

periods of instrument down-time or maintenance.  
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Figure 3.2. Time series of (a) O2, (b) CO2, (c) CH4, (d) CO, (e) N2O, (f) H2, and (g) 222Rn 
from WAO between 1st April 2018 - 31st May 2021, observations averaged to 1-hour 
for each species. 
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3.3 Radon regional maritime background estimation  

3.3.1 Methods 

3.3.1.1 Identifying a Radon threshold 

To identify air masses representative of a regional maritime background, a radon 

lower threshold limit needs to be determined to limit any potential terrestrial 

influences (e.g. land based CO2 emissions). Previous studies in the Southern 

Hemisphere have used a threshold of 50-100 mBq m-3, which can be confidently 

determined due to the lack of land masses (Brunke et al., 2004; Molloy and Galbally, 

2014; e.g. Chambers et al., 2016; Crawford et al., 2018). In the Northern Hemisphere 

there is a larger amount of residual terrestrial influence on the radon activity 

concentration, thus a new threshold needs to be defined. 

In order to determine this threshold, the deviations of hourly mole fractions of 

the gas species being investigated from the mean or minimum value were first 

investigated. In the case of species with predominantly surface sources (e.g.,CH4, N2O, 

CO), the 14-day running minimum value was taken and subtracted from the hourly 

observations and then these results were divided into 100 mBq m-3 Rn bins for each 

month. For species with both surface sources and sinks, the 14-day running mean 

was taken and subsequently subtracted from the hourly observations, and then 

divided into 100 mBq m-3 Rn bins. For each of the 222Rn bins the 10th, 50th, and 90th 

percentile values were then calculated; when the spread of the distribution (i.e. 90th – 

10th percentile values) is small, this means that the hourly observed values of the 

species are close to that of the seasonal trend (fortnightly mean/minimum value), 

whereas when the deviation distributions are broader this indicates that the hourly 

values are diverging more from the monthly mean/minimum values, as a result of 

surface source contributions.   

As an example, Figure 3.3 displays the results of the CH4 hourly deviation 

distributions from the 14-day running mean for each month in 2020 in 100 mBq m-3 

bins between 0-2000 mBq m-3. The higher radon activity concentrations have not 

been included here to focus on the clean air end of the radon concentrations. It is 

immediately clear that for the lowest radon activity concentration bins (<200 mBq m-

3), the deviation in the hourly CH4 mole fractions from the fortnightly mean is small. 
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As radon activity concentrations increase, indicative of terrestrial influence, the 

deviation in the CH4 distributions become larger, indicating that the hourly values are 

diverging from the monthly mean value due to influence from terrestrial sources and 

sinks. Gas species RMB estimates calculated from radon concentrations below 200 

mBq/m3 should therefore be fairly representative of an RMB, whereas those 

generated from radon activity concentrations ≤ 500 mBq m-3 would be more 

representative of regional background values. 

 

Figure 3.3. CH4 10th, 50th and 90th percentiles of the hourly deviations from the 14-
day running minimum for 100 mBq m-3 Rn bins from 0-2000 mBq m-3. The dotted 
vertical line indicates 200 mBq m-3.  
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In order to further investigate the degree of interaction with the land surface 

for varying activity concentrations of radon, back trajectory analysis using the Hybrid 

Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model has been used to 

produce maps indicating the percentage of trajectories passing over each grid cell for 

varying radon thresholds. HYSPLIT back trajectory analyses are displayed in Figure 

3.4 for 222Rn ≤ 100 mBq m-3, 222Rn ≤ 200mBq m-3, and 222Rn ≤ 500 mBq m-3, based on 

concurrent radon activity concentrations for the HYSPLIT run timestamp. It is worth 

noting that this threshold value does not play as much of a role in selecting which 

observations are used in the RMB calculation as the 222Rn percentile used in step 1 

(see section 3.3.1.2 below), but it is used mainly to flag potential terrestrial influence 

on the final determined monthly RMB values for each species.  

Figure 3.4 shows the percentage of HYPLIT back trajectories run from WAO 

that passed over each grid cell when the radon activity concentration was less than 

100 mBq m-3, 200 mBq m-3, and 500 mBq m-3. These results indicate, that when the 

air mass arriving at WAO contains an activity concentration of less than 100 mBq m-3 

(Figure 3.4a), there has been very little interaction with the land surface (at least 

within the preceding 96 hours). However, there are also very few hourly observations 

in which the radon activity concentration is below 100 mBq m-3, only 141 within the 

three year time series, this is not enough data to use this threshold to produce a 

reliable RMB value. When looking at radon activity concentrations less than 200 mBq 

m-3 (Figure 3.4b), there is minimal terrestrial influence, with the highest percentage 

of trajectories passing over the North Sea and should therefore be representative of  

RMB conditions. There are also a larger number of datapoints (1106) that fall below 

this threshold. Finally, for the 500 mBq m-3 (Figure 3.4c) there is a far greater number 

of observations (3351); however, there is also a much greater interaction with 

European and UK land masses over the HYSPLIT trajectory period. This again shows 

that a threshold of 500 mBq m-3 would be more representative of a regional 

background, as discussed above. 200 mBq m-3 threshold is therefore a balance 

between obtaining enough data to represent the RMB and avoiding the adverse 

effects of terrestrial influences.  
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Figure 3.4. Percentage of HYSPLIT back trajectories from WAO over the entire 
measurement period which passed over each grid cell with radon activity 
concentrations less than (a) 100 mBq m-3 (b) 200 mBq m-3 and (c) 500 mBq m-3. Plots 
produced using HYSPLIT run through the ‘openair’ package in R  (Carslaw and 
Ropkins, 2012). 
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3.3.1.2 Implementing the Radon method 

In order to calculate the monthly RMB values for the gas species the threshold 

calculated above is implemented using the following method for each month (adapted 

from Chambers et al., 2017) (Figure 3.5): 

Step 1: Selection of hourly samples of each gas species from each month that 

are concurrent with ‘low radon’.  

a) Calculate the 1st and 3rd percentile 222Rn activity concentration for the month. 

b) If the 3rd percentile is less than the 200 mBq m-3 threshold retain the 

concurrent observations of the gas species being investigated and move to 

step 2. 

c) If the monthly 222Rn 3rd percentile is greater than the 200 mBq m-3 threshold, 

then only retain gas samples with a concurrent 222Rn activity concentration 

less than 200 mBq m-3 (if there are at least 7 observations that fit this criteria). 

d) If there are not at least 7 hourly observations within a month with a 222Rn 

activity concentration less than the 200 mBq m-3 threshold, then keep only the 

observations that are concurrent with the lowest 1st percentile of 222Rn 

activity concentrations for that month. For this situation, the month in 

question should be flagged to indicate that values may be slightly 

contaminated by local terrestrial influences. 

Step 2: For species that are expected to have mainly sources over the 

terrestrial measurement fetch remove extreme low values 

a) Calculate the monthly 25th percentile (P25), median (P50), and 75th 

percentile (P75) of the values retained in step 1.  

b) Calculate the P75 – P50 and P50 – P25 difference for each month 

c) If the P50 – P25 difference is larger than 10 times the P75 – P50 difference, 

then remove any values less than P50 – (0.5 * (P50 -P25)). 

Step 3:  Make a monthly RMB estimation for each trace gas (whether step a or 

b is used below will depend on the gas species being investigated). 

a) For atmospheric species that have both sources and sinks over the 

measurement fetch in recent days (e.g., CO2, O2, H2), calculate the median 

activity concentration or mole fraction of the samples retained in step 1 (this 

is the monthly RMB estimate) . 
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b) For species that are expected to have mainly sources over the measurement 

fetch (e.g., CH4, CO, N2O), then select only the lowest 25%-33% of observations 

from the values retained in step 2 (e.g., if 20 samples were available choose the 

lowest 5 mole fractions, if only 7 samples were available, choose the lowest 3 

mole fractions) then calculate the average monthly mole fraction from these 

retained values.  

For species which are expected to have primarily terrestrial sources (i.e. few 

terrestrial sinks) outlier removal may be required after step 1 in order to prevent 

skew in the final monthly RMB estimates from anomalously low values (step 2). This 

additional step is not required for species with sources and sinks as in step 3 we take 

the median, which acts as a type of extreme outlier removal, whereas for species with 

only sources we take the average of the lowest values, meaning this method is very 

susceptible to skewing from low values. A large skew in the opposite direction (i.e. if 

is P75-P50 is larger than P50-P25) is not considered, as we are taking the average of 

the lowest values anyway. 

In many applications of background values, an hourly value is required to 

match the timestamp of the species being investigated. As this radon method 

produced monthly values (where the timestamp of the final background estimate is 

set as the 15th of the month), these were then interpolated to hourly timestamps.
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                                     Figure 3.5. Flow chart detailing the radon derived RMB calculation methodology
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3.3.1.3 NAME composite footprints 

In order to investigate the origins of the air masses used to calculate the RMB 

estimate in the radon method, monthly NAME composite footprints for the air 

masses arriving at WAO were produced for the observations retained after step 1 

of the methodology (for April 2018 – December 2021). These NAME footprints are 

used qualitatively to evaluate the data selected during each month’s RMB 

estimation.  

The UK Met Office’s NAME (Jones et al., 2007) is a Lagrangian particle 

dispersion model that calculates dispersion by tracking the path-line of individual 

‘particles’ through time as it follows the average atmospheric motion within a 

specific period of time. The particles motion also have a random component to 

represent the effects of atmospheric turbulence. NAME uses the Met Office’s 

Unified Model and European Centre for Medium-Range Weather Forecasts 

Numerical Weather Prediction (ECMWF NWP) meteorological data (Jones et al., 

2007). 

NAME was run each hour from WAO with 20000 inert, theoretical, particles 

are released from a height of 10 m a.g.l from WAO, with a unit release rate of 1 g s-

1, backwards in time for 30 days or until they leave the computational domain. For 

each month, the NAME run for each hour that was used in the radon method RMB 

estimate was then combined into a ‘footprint’. These footprints are created by 

summing the NAME runs for each grid cell (0.325° longitude x 0.234° latitude) 

when the NAME particles had passed within 40 m of the surface. Thus, providing 

an indication of a grid cells influence to  the air mass being measured at WAO for 

any given hour.  

The timestamps used to create the NAME composite footprints represent 

those retained after step 1 of the method in section 3.3.1.2, so for species with both 

sources and sinks the mean of these timestamps was taken, whereas for species 

with predominantly surface sources the average of the lowest 25 - 33% of these 

timestamps was taken. 
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3.3.2 Results and discussion 

3.3.2.1 Radon data  

The hourly radon data time series from 1st April 2018 – 31st March 2021 is 

displayed in Figure 3.6a. Radon levels at WAO during this period range from 

around 40 to 13200 mBq m-3, with the former being indicative of long-range 

transport over 222Rn devoid regions, and the latter indicating interaction with 

terrestrial sources. Activity concentrations below 200 mBq m-3 occur more 

frequently during the late spring and summer months (i.e., May – August) each 

year; thus, indicating less terrestrial influence on air masses during these periods. 

Within Figure 3.6, months in which both the 1st and 3rd percentile radon activity 

concentrations are above the 200 mBq m-3 threshold are those that will be flagged 

for ‘potential terrestrial influence’. For some months the 3rd percentile radon does 

not fall below the 200 mBq m-3 threshold, but the 1st percentile does; for these 

months the calculated RMB s will not contain data where radon is greater than the 

threshold, but the monthly RMB estimate will be calculated from fewer hourly data 

points, and therefore may not be as robust.  

 

Figure 3.6. (a) Hourly radon activity concentrations at WAO from April 2018 – 
March 2021 (grey), with monthly mean (black), 3rd percentile (red) and 1st 
percentile (blue) overlayed. Dashed line indicates 200 mBq m-3 radon threshold. 
Note the logarithmic y-axis scale. (b) Number of monthly radon values below 200 
mBq m-3.  
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The number of hourly radon data points below the 200 mBq m-3 threshold 

each month is highly variable (Figure 3.6b). Seasonally, the radon activity 

concentration is higher over the autumn and winter months than the spring and 

summer. Three months have over 100 hourly radon data points below 200 mBq m-

3:  May 2020 has the most with 136 hours below the threshold, followed by June 

2018 with 126 points and May 2019 with 108. Seven months don’t have any hourly 

values below the 200 mBq m-3 threshold (November 2018, December 2018, 

February 2018, August 2019, February 2020, November 2020, and February 

2021), therefore the RMB estimate during these months is more likely to have 

more influence from terrestrial sources and sinks, and thus will require further 

investigation into how suitable the radon method is during these scenarios for 

producing an RMB estimate. These months, with the exception of August 2019, are 

all during the late autumn to winter period, which corresponds with the higher 

radon activity concentration observed. The decrease in radon activity 

concentration excursions below the 200 mBq m-3 threshold observed over winter 

may be due to fewer air masses arriving at WAO from the maritime sector (N – 

NE). Figure 3.7 displays a wind rose for each season. During the spring and 

summer months the wind direction was more frequently N/NE (i.e., from the 

direction of the North Sea) than during the winter, when this wind direction 

occurred infrequently. During autumn and winter the wind direction was 

predominantly from the SE, thus passing over the UK mainland before arriving at 

the WAO, with fewer observations from other wind directions. This means that 

during this period WAO may not be experiencing many air masses that can be 

considered as representative of the RMB and can explain why the number of 

monthly radon data point below the 200 mBq m-3 threshold is much lower during 

the winter months. The implication of this is that the RMB calculation method 

described in this chapter may be less successful over the winter; this will be 

explored in the following sections.   

To further qualitatively investigate the origins of air masses used to 

calculate the monthly radon RMB estimates, NAME composite footprints were 

produced. These footprints display the origins of air masses corresponding to 

observations retained after ‘step 1’ of the radon RMB calculation methodology. For 

species with ‘sources and sinks’ the median of these values was taken, whereas for 
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species with ‘primarily sources’ the mean of the lowest 25 – 33% of these values 

was taken. 

 Figure 3.8 shows the composite footprints of data retained after step 1 for 

2018, 2019, and 2020. Generally, the largest density of air masses arrive at WAO 

from over the North Sea, as would be expected from a clean maritime air mass. For 

the air masses that have passed over the UK mainland, it is likely that these air 

masses occur during months which were flagged for ‘potential terrestrial 

influence’. There is very little interaction seen with mainland Europe.  

  

 

Figure 3.7. Seasonal wind roses for WAO. Produced using the ‘openair’ package in 
R and meteorological data between 01Apr2018 – 31Mar2021.  
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Figure 3.8. NAME composite footprints for 30-day backwards runs for (a) 2018, 
(b) 2019, and (c) 2020 displaying grid cell contribution to air masses arriving at 
WAO corresponding to timestamps of observations retained after step 1 of the 
radon RMB calculation methodology. Note, the unit change for the 2020 footprint 
to ppm s [TBC], which are to be confirmed. As these footprints are only being used 
for a qualitative analysis the unit is not as relevant as the scale. 

3.3.2.2 Radon-derived regional maritime background estimates 

In this section the final RMB estimates for each species using the radon method are 

presented in Figure 3.9; these results are calculated using a 222Rn threshold of 200 

mBq m-3, the 3rd percentile as the upper percentile limit and the 1st percentile as 

the lower percentile limit. Months in which the RMB estimate is coloured in red in 

Figure 3.9 are flagged for potential terrestrial influence as the method used to 

compute these values retained the lowest 1st percentile of observations for the 

month and may be concurrent with radon activity concentrations above the 200 

mBq m-3 threshold. In total, 14 of the 36 months are flagged for potential 

terrestrial influence, which is a significant number, these months will be further 

investigated in the method comparison (section 3.5) to determine the validity of 

using radon as an RMB selection method under these conditions. Most of these 

months fall within the late autumn – winter period, which is caused by the higher 

radon activity concentrations observed at WAO during this period thus resulting in 
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fewer data points below the 200 mBq m-3 threshold (as discussed in section 

3.3.2.1).  

Any month that is missing an RMB estimate for any species is due to gaps in 

the  time series corresponding to times where the radon activity concentration 

meets the selection criteria. This is a drawback of this method as in some months 

less than 10 hourly radon points meet the given criteria, so if another analyser is 

down for any reason during this short period an RMB estimate will not be 

calculated for that entire month. This can particularly be seen in August and 

September 2018 for the H2 estimates as the data gaps are small (Figure 3.9), but no 

RMB estimate is produced for either month; whereas, for June and July 2019 there 

is no RMB estimate for CO2 or O2, but the gap in the data covers the majority of this 

period so this missing RMB value is not as surprising. Gaps in the datasets not only 

mean that an RMB estimate may not be produced for the given month but, possibly 

more importantly, mean that an estimate may be produced from only one value 

which can significantly bias the monthly estimate. This highlights the need to 

manually check the underlying data that has been used to calculate each month’s 

estimate. For the RMB estimate produced by radon in this chapter, there is only 

one month in which a single value was used to produce the RMB estimates. In 

August 2019 the monthly radon RMB estimate for all species, except H2, is based 

on a single hourly data point. This is because the O2 and CO2, and N2O, CH4 and CO 

analysers were not running between 01/08/2019 and 13/08/2019, 10/08/2019 

and 13/08/2019, respectively. This is the period in which the radon values met the 

criteria for the observations to be used in the monthly RMB calculation. As only a 

single value is used to calculate this month’s RMB, it will be removed from all 

further analysis as it is not reliable to define an entire month’s RMB mole fraction 

based on a single hourly observation.  
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Figure 3.9. Hourly averaged time series (grey), and monthly RMB estimates using 
222Rn (blue and red crosses), where the red crosses are for months in which the 
method was flagged, for each species.  

For species with primarily sources (i.e., few sinks) over the terrestrial fetch, 

an additional method step of ‘outlier removal’ was also completed in order to 

prevent the monthly RMB estimates from being skewed by anomalously low 

values. The outlier removal only affected the values retained for CH4 in Nov2020, 

and in Apr2019, Jun2019 and Nov2020 for CO. As an example, box plots showing 
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the monthly RMB values retained after ‘step 1’ and ‘step 2’ (outlier removal), are 

displayed in Figure 3.10a and b, respectively. 

 

Figure 3.10. Box plots of the monthly CO values retained after (a) step 1 and (b) 
step 2 of the radon RMB calculation method.  

Comparing the NAME footprints for the flagged vs. non-flagged months, 

there is a distinct difference in the source regions. As would be expected, the non-

flagged months have little recent interaction with any land surface (e.g. Figure 

3.11a and b), whereas during the flagged months observations used in the RMB 

calculation are frequently from air masses which have recently passed over the UK 

(e.g. Figure 3.11c and d). This indicates that the radon methodology is correctly 

identifying months in which the RMB estimate may have some terrestrial 

influence, and that in non-flagged months the air masses are representative of the 

RMB.  
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Figure 3.11. NAME composite footprints for 30-day backwards runs for (a) 
Apr2018, (b) May2018, (c) Sep2018, and (d) Nov2018. Apr2018 and May2018 are 
not flagged, and Sep2018 and Nov18 are method flagged for potential terrestrial 
interaction.  

3.3.2.3 Threshold sensitivity analysis 

The thresholds set in the RMB selection method described in section 3.3.1.2, are 

based on the investigation described in section 3.3.1.1. In order to determine the 

robustness of the resulting estimates with these threshold values, a threshold 

sensitivity analysis was completed. Radon thresholds of 100, 200 and 500 mBq m-3 

were investigated, with upper percentile values of 0.1, 0.05 and 0.03 (step 1b/c), 

and lower percentile values (step 1d) of 0.05, 0.03 and 0.01 (Table 3.1). In total 18 

different variations of the threshold limits were run for each gas species. 

For each species, 18 RMB estimates were therefore produced for each 

month; the mean, SD, maximum, and minimum RMB estimate of the 18 threshold 

variations for each month were calculated. The mean and SD over all 36 months, 

RMB estimates for each species were then also calculated. If the SD on the mean of 

any given month is greater than 5 times larger than the SD of all the months, that 

month’s final RMB estimate should be flagged as less robust.   
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Table 3.1. Variations of radon threshold and upper and lower percentile values 
used in threshold selection analysis of RMB estimation method 

Threshold 
combination # 

Rn 
threshold 
(mBq m-3) 

Upper 
percentile 

Lower 
percentile 

1 100 0.03 0.01 
2 100 0.05 0.01 
3 100 0.05 0.03 
4 100 0.1 0.01 
5 100 0.1 0.03 
6 100 0.1 0.05 
7 200 0.03 0.01 
8 200 0.05 0.01 
9 200 0.05 0.03 

10 200 0.1 0.01 
11 200 0.1 0.03 
12 200 0.1 0.05 
13 500 0.03 0.01 
14 500 0.05 0.01 
15 500 0.05 0.03 
16 500 0.1 0.01 
17 500 0.1 0.03 
18 500 0.1 0.05 

 

The results of the threshold sensitivity analyses are summarised in Figure 3.12. 

Each of the combinations of threshold values does not produce a unique value for 

each monthly RMB estimate but are grouped into three to five unique values 

repeated within the 18 combinations. For example, the estimate produced for CO2 

in April 2018 using the thresholds of: ‘Rn < 100 mBq m-3, upper percentile 0.05, 

and lower percentile 0.03’ and ‘Rn < 200 mBq m-3, upper percentile 0.03, and 

lower percentile 0.01’, both give a monthly RMB value of 413.56 ppm, with the 

former combination being method flagged for potential terrestrial influence. These 

groupings are due to the different threshold combinations often selecting the same 

hourly values for each species for the final RMB calculation and explain the low 

standard deviations between the different threshold combinations displayed in 

Figure 3.12.  
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Figure 3.12. Threshold analysis results. Mean ± 1σ SD monthly RMB estimate of 
the 18 threshold selection analysis threshold combinations for (a) O2, (b) CO2, (c) 
H2, (d) CH4, (e) CO, and (f) N2O.   
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Table 3.2. Average monthly SD for each species, flagging threshold (5x average 
SD) and average SD with flagged value removed. 

 CO2 
(ppm) 

O2 (per 
meg) 

CH4 
(ppb) 

CO (ppb) N2O 
(ppb) 

H2 (ppb) 

Average SD ± 
1σ SD 

0.30±0.31 3.00±3.22 1.91±4.32  2.18±4.08 0.02±0.02  1.30±2.84 

Flagging 
threshold (5x 

average SD) 

1.54 16.12 9.58 10.88 0.11 14.19 

Average SD ± 
1σ SD with 

flagged 
months 

removed 

0.30±0.31 3.00±3.22 1.23±1.32 1.05±1.20 0.02±0.02 0.85±0.85 

 

Table 3.2 shows the average SD over all months for each species, this was 

calculated by taking the SD of the RMB estimates produced for each month (i.e., the 

error bars in Figure 3.12) then averaging these values. Any individual month 

where the SD exceeded the average multiplied by a factor of five was then 

removed. When flagged months are removed from the average SD, the lower 

uncertainty limits for each species overlap with (Table 3.2), thus indicating a 

robust result. The months with a considerably higher SD (over 5x the average SD) 

are the same months in which outliers were removed for CO and CH4 in ‘step 2’ 

(section 3.3.2.1); this is because when using some combinations of threshold 

values, outliers are not removed. Additionally, November 2020 is flagged for H2; 

for this month the results are still grouped into a few values, but there is a large 

spread between the values.  

For all species, except H2, an RMB estimate is produced for every threshold 

combination for each month an estimate is produced. For H2 there are six months 

for which some threshold combinations did not produce a result (May2018, 

Aug2018, Sep2018, Mar2019, Aug 2020, Mar2021). This is because during these 

months there are gaps in the H2 time series (Figure 3.2), so when both the 222Rn 

and percentile thresholds are lower, there are not enough available data points to 

produce an estimate.  
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3.4 Method comparison 

3.4.1  Calculation of background using established methodologies 

To contextualise the regional maritime backgrounds derived in section 3.3.2.2, I 

have compared my results to backgrounds derived using four different methods:   

atmospheric transport models (NAME and STILT), a statistical method known as 

robust extraction of baseline signal (REBS), and a meteorologically derived 

background (MET). There are a few important considerations to be taken into 

account throughout this section and the following discussion: (1) none of these 

background methods or results are inherently ‘correct’ or ‘incorrect’, (2) REBS is 

not defining an RMB as it is not based on any met/transport data, but is instead 

defining a statistical background based on the observations, (3) the NAME 

background is representative of the background at Mace Head, Ireland (MHD), not 

an RMB at WAO.  

Table 3 shows the frequency and availability of data for each background 

method. For the purposes of this comparison, all of the background estimates were 

interpolated to hourly values. 

Table 3.3. Frequency and data availability for  each background estimation 
method and gas species. 

 Background method 
Radon REBS NAME  

(MHD) 
STILT MET 

Frequency Monthly Hourly Monthly 3-hours Monthly 
O2 15Apr18-

15Mar21 
01Apr18-
31Mar21 

  15Apr18-
15Mar21 

CO2 15Apr18-
15Mar21 

01Apr18-
31Mar21 

15Apr18-
15Mar21 

01Apr18-
31Dec20 

15Apr18-
15Mar21 

H2 15Apr18-
15Mar21 

01Apr18-
23Mar21 

15Apr18-
15Mar21 

 15Apr18-
15Mar21 

CH4 15Apr18-
15Mar21 

01Apr18-
31Mar21 

15Apr18-
15Mar21 

 15Apr18-
15Mar21 

CO 15Apr18-
15Mar21 

01Apr18-
31Mar21 

15Apr18-
15Mar21 

 15Apr18-
15Mar21 

N2O 15Apr18-
15Mar21 

01Apr18-
31Mar21 

15Apr18-
15Mar21 

 15Apr18-
15Mar21 
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3.4.1.1 Robust Extraction of Baseline Signal 

The robust extraction of baseline signal (REBS) method was developed by 

Ruckstuhl et al. (2012) and can be implemented using the ‘rfbaseline’ function 

from the ‘IDPmisc’ package in R (Ruckstuhl et al., 2020). This function uses a 

statistical approach, based on local regression of the time series, over a moving 

time window (‘span’). The asymmetrical weighting of the REBS function is 

particularly appropriate for species where the  excursion events are all in the same 

direction i.e. either mostly positive or mostly negative. Ruckstuhl et al. (2012) state 

that this method can be applied at any background station to time series of trace 

gases without significant surface sinks and latitudinal concentration gradient. This 

methodology of background selection is highly subjective, and dependent on a 

somewhat arbitrary selection of input variables; nevertheless, it is a tool often 

used in atmospheric research, thus its inclusion in this chapter is valuable.  

The rfbaseline function has three user definable input variables: ‘maxit’, 

‘span’, and ‘B’. The span influences the amount of smoothing by specifying the 

fraction of points used to compute each fitted value, maxit specifies the number of 

iterations in the robust fit using an asymmetric biweight function, and B is the 

tuning constant in the biweight function that represents the standard deviation of 

data below the baseline curve and thus determines how much the function ignores 

higher values, where a higher B value results in a higher baseline.  

The B and span input parameters have the most influence on the resultant 

baseline, in order to determine the optimum values for these two parameters 

rfbaseline was run multiple times for each species with varying span and B inputs. 

The span was run using 2 week intervals from 2 weeks to 12 weeks, whilst B was 

held at 1.5. The B value was then run as the following: 0.01, 0.05, 0.1, 0.5, 1, 2, and 

4, whilst the span was held at 8 weeks. This was completed for each of the six 

species; the results of these runs for CH4, CO2, and H2 are displayed in Figure 3.13, 

Figure 3.14, and Figure 3.15, respectively. It should be noted that the parameters 

chosen in the following discussion are chosen subjectively, which is an intrinsic 

negative feature of the REBS background calculation method.  
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Figure 3.13. (a) REBS background results for CH4 when varying span between 2 
and 12 weeks, when B is held at 1.5. (b) REBS background results for CH4 when 
varying B between 0.01 and 4, when span is held at 8 weeks. Note: the y-axis scale 
does not span the entire CH4 concentration range in order to better display the 
differences between the REBS baselines.  

For CH4, when the span is set at 2, 4, or 6 weeks, the background picks up 

too much of the short-term variation (Figure 3.13a). When the span is set at 8, 10 

and 12 weeks the background is much smoother and follows the longer-term 

trends (Figure 3.13a). The baselines with 10 and 12 week spans have higher 

annual cycle minima, therefore the 8 week span was chosen for calculating CH4, 

N2O and CO backgrounds. The B value changes the height at which the baseline sits 

on the data. For CH4, CO and N2O, (species that do not have many land-based sinks) 

the background would be expected to sit lower on the observations. The B values 

of 0.5 – 4 all produce a baseline that appears too high. The B values of 0.01 – 0.1 all 

produce very similar baselines, therefore the middle value of 0.05 was selected to 

produce the REBS background estimates for CH4, CO and N2O.  
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Figure 3.14. (a) REBS background results for CO2 when varying span between 2 
and 12 weeks, when B is held at 1.5. (b) REBS background results for CO2 when 
varying B between 0.01 and 4, when span is held at 8 weeks.  

For CO2 (and O2), as with CH4, the span lengths below 8 weeks are strongly 

influenced by short-term variation in the observations, whereas a span of 8 weeks 

or above produces a much smoother baseline (Figure 3.14a). There is very little 

difference between the results of the 8, 10 and 12 week spans for the majority of 

the timeseries, but again the 10 and 12 week inputs produce baselines that sit 

higher in the data minima; therefore, 8 weeks was selected as the span value for 

CO2 and O2. It is also logical for the same span value to be used for all species, as 

this period relates directly to the length of observations input and thus to 

atmospheric mixing time, whereas the B value is a purely statistical parameter.   

The B values between 1 and 4 again produced baselines that sit too high on 

the dataset (Figure 3.14b). As CO2 (and O2) have significant land-based sinks the 

baseline should not sit at the bottom of the dataset (as was the case with CH4) 

therefore, the B values of 0.1, 0.05 and 0.01 sit too low. A B value of 0.5 was 

therefore selected to produce the REBS background estimates for CO2 and O2.  
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Figure 3.15. (a) REBS background results for H2 when varying span between 2 and 
12 weeks, when B is held at 1.5. (b) REBS background results for H2 when varying 
B between 0.01 and 4, when span is held at 8 weeks.  

As discussed above, the input span value should remain the same for all 

species, therefore 8 weeks was again selected for H2. For H2, as there are significant 

land-based sources and sinks, the lower B values are significantly skewed to the 

lower data points (Figure 3.15b). Even when increased to 2, the lower datapoints 

are having a large impact on the resultant baseline; therefore, a B value of 4 was 

selected to produce the H2 REBS background estimate. The large skew towards the 

drawdowns in the H2 time series when setting the B value is not unexpected, as 

Ruckstuhl et al. (2012) state that this method can ‘be applied to any background 

station to time series of trace gases without significant surface sinks’. As the main 

sink of H2 is soil deposition (Ehhalt and Rohrer, 2009), REBS is not the most 

appropriate method for selection of H2 background values, however it is still being 

included in this comparison for completeness, and a B value which reduced the 

biasing from the large deposition events was selected accordingly.  

The REBS output are produced on the same timestamp as the input data, 

but a datapoint is not created for any gaps in the input data. This output was then 

interpolated to hourly cover any gaps in the input data for the purpose of 

comparison to the radon background. 
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3.4.1.2 NAME particle dispersion model (Mace Head) 

The UK Met. Office’s NAME (Jones et al., 2007) is a Lagrangian particle dispersion 

model that calculates dispersion by tracking the path-line of individual ‘particles’ 

through time as it follows the average atmospheric motion within a specific period 

of time. The particles’ motion also have a random component to represent the 

effects of atmospheric turbulence. NAME uses the Met Office’s Unified Model and 

European Centre for Medium-Range Weather Forecasts Numerical Weather 

Prediction (ECMWF NWP) meteorological data (Jones et al., 2007). 

The methodology used to compute the NAME derived time-varying 

background mole fractions is described in full in Manning et al. (2021), but can be 

briefly summarised as the following: 20000 inert, theoretical, particles are 

released from a height of 10 m a.g.l each hour from MHD, with a unit release rate of 

1 g s-1, backwards in time for 30 days or until they leave the computational domain 

(98.1° W to 39.6°E, 10.6 ° to 79.2°N). Thus, NAME generates a modelled mole 

fraction contribution to MHD for each grid cell over the 30 days for each 4-hour 

period. The background times are then defined as periods where the 30-day air 

history from NAME is dominated (> 80 % of particles) by air from the Atlantic that 

entered the NAME domain from the western or northern edges and when the 

amount of land crossed within 62.5 km of the MHD station is small. Using these 

background times, a polynomial is then fitted to the mole fractions; any 

background times that are significantly different to the fitted background are 

identified and removed from the set of background times and another polynomial 

is then fitted with the new set of background times to produce the final 

background mole fraction for MHD. 

The NAME modelled backgrounds in this chapter are derived from, and 

therefore represent, in situ observations at Mace Head (MHD), located on the west 

coast of Ireland (53°33’N, 9°904’W) (Figure 3.16) and were provided by Alistair 

Manning from the UK MetOffice. Mace Head is considered a background station in 

the World Meteorological Organisation (WMO) Global Atmosphere Watch (GAW)  

programme and is  representative of mid-latitude northern hemispheric 

background air masses with, on average, over 50% of the air masses arriving at 

MHD recently having passed over the North Atlantic Ocean (Ebinghaus et al., 

2011). For this reason, it is used by the DECC UK emissions verification 
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programme network as a baseline upon which UK emissions  are estimated 

(Stanley et al., 2018). 

  

Figure 3.16. Map of the UK and Ireland displaying the location of MHD (blue) and 
WAO (red). 

The baseline estimates from MHD were provided for CO2, CH4, CO, N2O, and 

H2. However, as O2 is not routinely measured  at  MHD , no NAME background 

estimate is available for this species for the purposes of comparison. Greenhouse 

gas measurement networks in the UK have evolved independently over the years 

depending upon funding sources, as a result MHD and WAO do not use the same 

primary reference scales for some species. At MHD, CO2, CO, and H2 are reported 

on the same scales as at WAO: WMO-X2007, WMO-X2014A, and MPI-2009, 

respectively. Methane is reported on the TU-1987 scale at MHD, whereas it is 

reported on the WMO-X2004A scale at WAO. N2O at MHD is reported to the SIO-16 

scale, whereas it is reported to the WMO-X2006A scale at WAO. The NAME 

backgrounds calculated for MHD for CH4 and N2O have still been included in this 

comparison despite the differing scales, but this has been taken into consideration 

in the discussion of these results. The NAME derived background estimates are 

produced on daily, monthly, and annual timestamps. For this study I have used the 

monthly estimates (timestamp on the 15th of the month) in order to match the 

timestamp of the radon calculated backgrounds. These monthly estimates were 
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then interpolated to hourly for consistency in the comparisons with the other 

methodologies.  

3.4.1.3 STILT back trajectory model 

The STILT (Stochastic Time-Inverted Lagrangian Transport) model (Lin et al., 

2003) is a Lagrangian particle dispersion model for atmospheric transport. STILT 

simulates atmospheric transport by following a particle ensemble backward in 

time from its release at the measurement site, and the footprints that represent the 

sensitivity of tracer concentrations at the site to surface fluxes upstream are 

calculated. The STILT footprints for WAO are produced by the ICOS Carbon Portal 

(https://stilt.icos-cp.eu/viewer/) driven by a 3-hourly analysis of the ECMWF-IFS 

(Integrated Forecasting System) atmospheric circulation model at a 0.25° x 0.25° 

resolution and mapped onto a 1/12° latitude x 1/8° longitude grid. The footprints 

are then coupled to the biosphere model VPRM (Vegetation Photosynthesis and 

Respiration Model) (Mahadevan et al., 2008) and anthropogenic emissions from 

the EDGAR v4.3 emission inventory (Janssens-Maenhout et al., 2019) to simulate 

atmospheric CO2 mole fractions. The background mole fraction produced from 

STILT represents the influence from sources and sinks outside the STILT model 

domain and prior to the start of the model run. These initial and lateral boundary 

conditions are taken from the Jena CarboScope global 3D atmospheric CO2 mixing 

ratio fields (http://www.bgc-jena.mpg.de/CarboScope/).   

The STILT runs from the ICOS Carbon Portal produce a CO2 background 

mole fraction for WAO every 3-hours; for the purpose of comparison to the other 

background methods, the data was interpolated to every hour.  

3.4.1.4 Meteorologically and standard deviation filtering  

Background estimates for each species were determined through a filtering 

process taking into account the variability in the species mole fractions and 

meteorological conditions that indicate the site is sampling air that has recently 

passed over the North Sea (e.g. Brailsford et al., 2012). First, the 5-hour running SD 

of each gas species time series was calculated in order to identify periods of stable 

data. Hourly averaged wind speed and wind direction data were then used to 

further filter the data to a ‘maritime air sector’. In order to exclude measurements 

https://stilt.icos-cp.eu/viewer/
http://www.bgc-jena.mpg.de/CarboScope/
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potentially influenced by local sources during low wind speeds, only 

measurements concurrent with wind speeds greater than 5 m s-1 were selected 

(Schuepbach et al., 2001). Next, the wind direction of between 340° and 45° filter 

was applied, in order to only include air masses from the maritime sector. 

After the meteorological filters were applied, the remaining data was 

further filtered using the previously calculated 5-hour running SD. The gas species 

data points corresponding to the lowest 50% of the remaining 5-hour running SD 

values were then retained and averaged to produce a monthly background 

estimate for each gas. These monthly estimates were then interpolated to hourly 

values for comparison with the other background methods; if there was a gap in 

the met estimates of 3 months or greater, the months either side of the gap were 

not interpolated between.  

3.4.2 Results and discussion  

The results of the comparison of each background method described above with 

the radon derived backgrounds are described and discussed in the following 

section. For comparison, each of the background estimates have been interpolated 

to hourly values. If there is a gap of 3 or more months, this gap was not 

interpolated over.  

3.4.2.1 CO2  

The method comparison of the CO2 backgrounds calculated using radon, REBS, 

NAME, STILT, and the MET methods are displayed in Figure 3.17. Over the entire 

time period, the average of the absolute difference between the radon background 

and REBS is 2.02 ± 2.05 ppm, for the NAME background the average absolute 

difference is 0.77 ± 0.66 ppm. The average absolute difference from the radon 

background is 1.08 ± 0.90 ppm and 0.98 ± 1.09 ppm for the STILT and MET 

methods, respectively.  

Compared to the radon, NAME, and MET derived estimates, the STILT 

estimate is far more variable (Figure 3.17), this is due to the timestamp of the 

original STILT background estimate before it was interpolated to hourly values. 

The STILT estimate is produced for every 3-hour time-step and then interpolated 

to hourly, whereas the radon, NAME, and MET backgrounds were produced on a 
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monthly timestamp and then interpolated to hourly values thus producing a 

smoother curve. Other than the more variable STILT background, STILT and NAME 

both produced similar background estimates, with the STILT background following 

similar trends than NAME but with more noise. The average NAME – STILT 

absolute difference over the entire time series is 0.86 ± 0.74 ppm. These 

background methods are both produced using Lagrangian particle distribution 

models and use the ECMWF circulation data; however, the NAME background 

values are calculated using CO2 observations from MHD, whereas STILT uses Jena 

CarboScope global 3D atmospheric CO2 mixing ratio fields.  

 

Figure 3.17. (a) Difference from radon background estimate, where the radon 
estimate is subtracted from the named method. Shaded areas indicate months 
when the radon methodology was flagged. (b) CO2 time series and background 
estimates using radon, REBS, NAME, STILT, and MET methods.  

The average absolute difference between the NAME and the radon 

backgrounds is 0.28 ± 0.98 ppm; however, the error given on the NAME CO2 

monthly estimates varies between 0.523 and 0.9825 ppm. The agreement between 

the NAME and radon methods is good, particularly as the NAME background was 

calculated using data from MHD which receives predominantly maritime air 

masses from the North Atlantic Ocean with very little, if any, terrestrial or 

pollution sources or sinks, and thus is a good site for determining background 

signals; thus the radon method is appropriately filtering out air masses with recent 

terrestrial influence. The similarity in these estimates also indicates that even 
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though NAME was not run for the study field station, MHD observations can 

provide a suitable background estimate for CO2 at WAO when using NAME. The 

average difference between the NAME and MET methods is very small, 0.09 ± 1.47 

ppm, however this difference does vary between a maximum of 4.96 and -4.11 

ppm. The small average difference shows that the MET method is filtering out  

terrestrial air masses with influence from localised sources and sinks. Additionally, 

the general variability is similar to that of the STILT methodology which is based 

on more complex meteorological fields of atmospheric transport. 

In Figure 3.17 there are a number of months in which the radon method 

differs from all four of the other methodologies, the majority of these months are 

those that were flagged for ‘potential terrestrial influence’. Of the 35 months that 

the 222Rn method produced a background estimate, 14 of these were flagged for 

potential terrestrial influence, due to the data selection method used (grey shaded 

months in Figure 3.17). The average difference of the REBS, NAME, STILT, and MET 

estimates for the 14 flagged and 21 non-flagged monthly estimates are shown in 

Table 3.4,. For each background calculation method, with the exception of REBS, 

the average absolute difference from the 222Rn estimate is smaller in the unflagged 

months; however, this difference is not significant and for each method the errors 

(±SD) between the flagged and non-flagged months overlap. For the REBS method, 

the flagged months are closer to the radon background value than the non-flagged 

months. However, the controlling factor in this is that the REBS estimate differs 

largely from the radon estimates during the spring/summer months, and these 

months also happen to be the months in which the radon method is most 

commonly not flagged. Where the absence of flags on the radon method during the 

spring/summer is caused by a higher frequency of air masses passing over the 

maritime sector before arrival at WAO than during the autumn/winter, as 

discussed in section 3.3.2.1.  
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Table 3.4. Average of the absolute difference from the 222Rn method background 
estimate for flagged and non-flagged months for REBS, NAME, STILT, and MET 
background estimates. 

 Non-flagged 
months 

(average ± SD) 
(ppm) 

Flagged months 
(average ± SD) 

(ppm) 

REBS – Rn 3.00 ± 2.37 1.12 ± 0.98 
NAME – Rn 0.97 ± 0.89 0.99 ± 0.93 
STILT – Rn 1.00 ± 0.8 1.12 ± 0.98 

MET - Rn 0.88 ± 0.86 0.95 ± 1.78 

 

The CO2 background estimates in Figure 3.17b display an evident seasonal 

cycle, with an annual maximum during the late winter months, minimum during 

the late summer, and a seasonal cycle amplitude of around 15 ppm. Over the spring 

months, during the Northern hemisphere growing season, there are more localised 

terrestrial CO2 sinks, therefore the background should sit higher on the 

observations during the spring. This background characteristic can be seen in the 

222Rn, NAME, and STILT background estimates, but not in the REBS estimate 

(Figure 3.17b). The difference between the REBS background estimate and the 

radon estimate therefore has a seasonal cycle due to this discrepancy, which 

cannot be seen with the NAME and STILT differences from the radon method 

(Figure 3.18). The opposite is the case over the winter months, where the local 

terrestrial CO2 source is larger than the sinks so the background should be lower; 

again, the REBS estimate does not produce this trend and is therefore higher than 

the radon estimates over the winter months (DJF) (Figure 3.18). The terrestrial 

drawdown of CO2 that occurs during the spring and summer months, and emission 

during the autumn and winter are not representative of the wider background, 

whereas the REBS method is assigning these localised fluxes into the background 

component. As the REBS estimate disagrees with all the other methodologies 

during this period, there is confidence that it is the REBS estimate that is not 

producing a representative RMB, not the radon; additionally, the asymmetrical 

weighting of the REBS function mean that it is not a particularly applicable species 

in which the deviations are not either mostly positive or mostly negative. REBS is a 

purely statistical background estimate method, and thus has no prior information 

other than the CO2 mole fraction time series causing the discrepancy in the 

seasonality of this background estimate in comparison to radon. Conversely, both 



   
 

123 
 

the NAME and STILT background estimates have inputs of CO2 mole fractions and 

atmospheric circulation data.  As the input parameters to the REBS code are user 

defined, changing these could improve the agreement between the radon and 

REBS estimates seasonally. Increasing the B value used as an input would decrease 

the difference between the radon and REBS estimate during the spring months, 

however this would then increase the difference during winter. Further, if REBS 

were to be run as the sole background estimation method, this information 

regarding the seasonal differences would not be available.  

 

Figure 3.18. Mean monthly difference between REBS (blue), NAME (green), STILT 
(orange), and MET (purple) derived backgrounds compared to the radon 
background calculation.   

3.4.2.2 O2  

The O2 time series and method comparison of the O2 backgrounds calculated using 

radon, REBS, and MET methods are displayed in Figure 3.19. Over the entire time 

period, the average difference between the radon background and REBS is 13.86 ± 

12.30 per meg, for the MET derived background the average difference is 6.48 ± 

6.44 per meg.  
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Figure 3.19. (a) Difference from radon background estimate, where radon 
estimate is subtracted from the named method. Shaded areas indicate months 
when the radon methodology was flagged. (b) O2 time series and background 
estimates using radon, REBS, and MET methods.  

The O2 background estimates display a distinct seasonal cycle, with the 

maxima in late summer (August) and minima during late winter (February), with a 

seasonal cycle amplitude of around 150 per meg (Figure 3.19b). The difference 

between the REBS and 222Rn background estimates also displays a seasonal cycle, 

with the REBS estimate being higher than the 222Rn estimate in spring/summer, 

and lower in autumn/winter. During spring-summer in the northern hemisphere, 

there is an increase in photosynthesis, thus an increase in localised land sources of 

O2, whereas in the autumn-winter there is an increase in localised land sinks of O2. 

Due to this seasonal cycle in the sources and sinks of O2, it would be expected that 

the background would be higher during the spring-summer months, and lower in 

the autumn-winter. This seasonal difference can be seen in the 222Rn background 

estimate, but is not apparent in the REBS estimate. This is the cause of the seasonal 

difference between the REBS and 222Rn estimates in Figure 3.19a. This is due to the 

same reasons discussed in section 3.4.2.1 for CO2, where the terrestrial emission of 

O2 that occurs during the spring/summer months, and drawdown during the 

autumn/winter are not representative of the wider background, whereas the REBS 

method is assigning these localised fluxes into the background component. As with 

CO2, the input parameters of the REBS function could be tweaked to correct for the 
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large spring/summer difference from the radon background estimate; however, 

this would cause an increase in the difference during the autumn/winter, and 

again, if REBS were being used as the only background estimation method this 

seasonal discrepancy would be unknown to the user. There is also a seasonal 

difference observed between the MET and radon methods in Figure 3.20; however, 

this is less pronounced than the REBS-radon difference, and rather than being 

caused by a consistent difference, it is due to a few spikes in the MET background 

(Figure 3.19). 

 

Figure 3.20. Mean monthly difference from the radon background for REBS (blue) 
and MET (purple). 

3.4.2.3 H2  

The method comparison of H2 backgrounds calculated using radon, REBS, NAME, 

and the MET methodologies are displayed in Figure 3.21. Over the entire time 

period, the average of the difference of the absolute values between the radon 

background and REBS is 6.27 ± 4.53 ppb, for the NAME background the average 

absolute difference is 11.95 ± 4.24 ppb. The average absolute difference from the 

radon background is 11.96 ± 4.40 ppb for the MET method.  

The H2 observations and associated background estimates all display a 

distinct seasonal cycle, with spring maxima and autumn minima and a seasonal 

cycle amplitude in the background estimates of around 50 ppb. All four methods 

pick up the seasonal cycle in the H2 data, with peaks in early autumn attributed to 

higher loss rates by the OH radical and stronger rates of soil deposition with drier 

soil conditions (e.g. Steinbacher et al., 2007; Lallo et al., 2008). The radon RMB 

background estimate generally sits higher on the H2 data during the summer 
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months, which could be reflective of the larger flux of atmospheric H2 into soil 

during the summer (e.g. Bartyzel et al., 2013). 

 

Figure 3.21. (a) Difference from radon background estimate, where radon 
estimate is subtracted from the named method. Shaded areas indicate months 
when the radon methodology was flagged. (b) H2 time series and background 
estimates using radon, REBS, NAME, and MET methods.  

 

Figure 3.22. Mean monthly difference from the radon background for REBS (blue), 
MET (purple), and NAME (green) derived backgrounds.  

In contrast to the other species examined in this chapter, the difference 

between the NAME method and the radon method does not vary around the zero 

line but instead has a significant positive offset of ~10-15 ppb, i.e., the NAME 

estimate is consistently higher than the radon estimate (Figure 3.21a). For the 

NAME monthly background estimates, the standard deviation varies between 3.31 

and 8.54 ppb. The offset between the NAME and radon background estimates may 
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be due to the NAME background estimate being produced with MHD H2 

observations, not WAO. The main sink of H2 is soil deposition, accounting for 

around 75% of the total sinks (Ehhalt and Rohrer, 2009), the background air at 

MHD has spent a lot of time over the open ocean, and is therefore less affected by 

the H2 soil sink; whereas WAO is measuring a maritime background which is 

surrounded by land masses (i.e. the UK and Europe). Therefore, it is much more 

probable that the air masses observed at WAO have experienced more sink 

activity. Another possible cause of the higher NAME background estimate for H2 is 

that ‘tropical maritime’ North Atlantic air masses (below 40°S) are associated with 

higher H2 mole fractions (Simmonds et al., 2000; Forster et al., 2012). It is likely 

that MHD experiences these air masses during their background periods, whereas 

the WAO RMB air is missing this southerly component due to its location on the 

east of the UK land mass. Looking at the monthly NAME composite footprints 

(refer to section 3.3.1.3), there is only one month (July 2019) over the 3-years in 

which there is a significant contribution from < 45°N, without the air mass passing 

over land, to the air masses observed at WAO used in the radon RMB calculation 

method (Figure 3.23). For this month, the NAME and radon background estimates 

are closer than during the surrounding months (Figure 3.21a). Finally, even though 

H2 at WAO and MHD are reported to the same scale, the H2 mole fraction is known 

to drift in calibration standards. Thus to be more conclusive a scale 

intercomparison between WAO and MHD would need to be performed.  
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Figure 3.23. NAME 30-day composite footprint for air masses corresponding to 
data points used in the radon background method estimate for July 2019. 

In the case of H2, the MHD NAME derived background is not suitable for use 

as a background at WAO. However, the latitudinal gradient of H2 in the northern 

hemisphere (Figure 3.24; Ehhalt and Rohrer (2009)) also means that air masses 

that arrive at WAO which have experienced rapid latitudinal transport may not be 

representative for the station’s latitude. The removal of air masses which have 

been transported from other latitudes before the calculation of the radon derived 

background for species such as H2 should be further investigated in future work 

but is beyond the scope of this chapter. 
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Figure 3.24. Average latitudinal distribution of the H2 mixing ratio from 1994-
2003 (± SD) (Ehhalt and Rohrer, 2009). 

3.4.2.4 CH4  

The method comparison of CH4 backgrounds calculated using radon, REBS, NAME, 

and the MET methods are displayed in Figure 3.25. Over the entire time period, the 

average absolute difference between the radon background and REBS is 10.68 ± 

4.62 ppb, for the NAME background the average absolute difference is 3.17 ± 2.68 

ppb. The average of the absolute difference from the radon background is 6.21 ± 

4.06 ppb for the MET method.   

In general, the NAME-Rn difference is centred around zero whereas there is 

a positive offset in the REBS-Rn and MET-Rn difference i.e., the REBS and MET 

backgrounds are consistently higher than the Rn background (Figure 3.25a). As 

discussed with the other species, the REBS background can be adjusted to sit 

higher or lower on the CH4 observations by tweaking the input values used in the 

function; however, if REBS were used as the sole method for background 

estimation there would be no other methods for comparison to know whether this 

resultant background values need adjusting. 
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Figure 3.25. (a) Difference from radon background estimate, where radon 
estimate is subtracted from the named method. Shaded areas indicate months 
when the radon methodology was flagged. (b) CH4 time series and background 
estimates using radon, REBS, NAME, and MET methods.  

Although the NAME-Rn difference is centred around zero, CH4 is not 

reported to the same scale at MHD and WAO. MHD report CH4 to the TU-1986 

scale, whereas it is reported on the WMO-X2004a scale at WAO. The TU-1986 

values can be converted to WMO-X2004A scale by multiplication of a factor of 

1.0001 (Prinn et al., 2018). When this conversion factor is applied to the NAME 

background estimate the average absolute difference from the radon background 

only decreases by 0.004 ppb and the average difference increases from 0.02 ppb to 

0.22 ppb and is still centred around zero. The standard deviation given on the 

monthly MHD NAME background estimates vary between 4.55 and 6.87 ppb, 

which is larger than the average absolute difference between the NAME and radon 

estimates.  

There are two months in which the difference from the radon background is 

similar for all three other methods but different from the radon estimate: June 

2018 and February 2020. In June 2018 the radon estimate is lower than the other 

three methods, whereas in February 2020 the other three methods are all lower 

than the radon background estimate. The estimate for February 2020 is flagged for 

the radon method, indicating that there is potential terrestrial influence on the 

radon background estimate, therefore it is likely that the air masses used to 
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calculate the radon background had been in recent contact with CH4 sources thus 

the higher background result. This can be seen in the NAME composite footprint 

corresponding to the observations retained after step 1 to calculate the February 

2020 radon background estimate Figure 3.26. 

 

 

Figure 3.26. NAME 30-day composite footprint for air masses corresponding to 
data points used in the radon RMB method estimate for February 2020. 

The RMB methodology assumes that when an air mass has not been in 

recent contact with the land surface that it has not been in contact with 

anthropogenic CH4 sources, however, this is not always the case. One potential 

source of methane emissions is leakage from offshore oil or gas production in the 

North Sea (Riddick et al., 2019); this source would not be filtered out by the radon 

background methodology as air mass contact with offshore oil and gas platforms 

would not cause an elevation in the radon concentration. However, although there 

are a number of oil and gas platforms in the North Sea (Figure 3.27), which the air 

masses being used to calculate the CH4 background in the radon methodology 

frequently pass over (as shown in the NAME footprints in section 3.3.2.3), there 

does not appear to be an enhancement in the CH4 background estimation using 

radon, in comparison to NAME which is based on MHD which does not experience 

equivalent CH4 sources over the ocean. This is likely due to the radon methodology 

using the lowest 25 – 33% of CH4 values retained when radon is below the 
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thresholds, therefore this filters any positive excursions which would be caused by 

CH4 release from oil and gas platforms. 

 

Figure 3.27. Map of the North Sea showing the locations of all UK offshore oil and 
gas platforms (filled yellow circles) Riddick et al. (2019). The black crosses 
indicate platforms measured by Riddick et al. (2019), so can be ignored in the 
context of this chapter.  

3.4.2.5 CO 

The method comparison of CO backgrounds calculated using the radon, REBS, 

NAME, and MET methods are displayed in Figure 3.28. Over the entire time period, 

the average absolute difference between the radon background and REBS is 3.84 ± 

2.75 ppb, for the NAME background the average absolute difference is 3.19 ± 2.24 

ppb. The average absolute difference from the radon background is 3.39 ± 1.76 

ppb for the MET method.   

Although the absolute average difference from the radon value is similar for 

all three methods, the NAME difference is centred around zero, whereas there is a 

positive offset with the meteorological and REBS methods. In other words, the 

average of the real difference values compared to the radon method for the NAME 

background is -0.42 ± 3.87 ppb, whereas this difference is 3.05 ± 2.29 ppb and 2.60 
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± 3.94 ppb for the MET and REBS methods, respectively. The standard deviation on 

the monthly MHD NAME background estimates varies between 3.23 and 7.07 ppb; 

again this is greater than the average absolute difference between the NAME and 

radon backgrounds.  

 

Figure 3.28. (a) Difference from radon background estimate, where radon 
estimate is subtracted from the named method. Shaded areas indicate months 
when the radon methodology was flagged. (b) CO time series and background 
estimates using radon, REBS, NAME, and MET methods.  

As with H2, CO has a latitudinal gradient (e.g. Piotrowicz et al., 1990). Low 

CO can be attributed to ‘tropical maritime’ air masses from the North Atlantic, 

which would be experienced at MHD. This latitudinal gradient could be seen in the 

consistent offset between the NAME and radon background estimates for H2, but 

this is not the case for CO. However, due to the latitudinal gradient of CO, the 

removal of air masses which have been transported from other latitudes before the 

calculation of the radon derived background for species such as CO should be 

further investigated in future work but is beyond the scope of this chapter. 

The average difference between the REBS and radon methods has a positive 

offset. This could be accounted for by tweaking the variables input into the 

calculation; however, if REBS were to be used alone there would be nothing to 

compare this background against, so one would not know that these variables 

needed to be changed. Ignoring this offset, the variability in the difference between 

the REBS and radon method shows a similar pattern to the difference between the 
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NAME and radon methods (Figure 3.28a); this indicates that the radon method 

may not be correctly picking up the monthly variability in the CO background. The 

MET method also displays an offset from the radon method, with the MET 

background being higher than that estimated using radon. As the MET method is 

supposedly also filtering out terrestrial influence through use of wind speed and 

wind direction, it would be expected that these two backgrounds should be more 

similar. The difference in the MET and radon methods here could be due to the 

effects of local circulation, such as sea breeze effects, not being filtered for in the 

MET method. 

3.4.2.6 N2O  

The method comparison of the N2O backgrounds calculated using radon, REBS, 

NAME, and the MET methods are displayed in Figure 3.29. Over the entire time 

period, the average absolute difference between the radon background and REBS 

is 0.31 ± 0.12 ppb, for the NAME background the average absolute difference is 

0.37 ± 0.09 ppb. The average absolute difference from the radon background is 

0.25 ± 0.22 ppb for the MET method.   

 

Figure 3.29. (a) Difference from radon background estimate, where radon 
estimate is subtracted from the named method. Shaded areas indicate months 
when the radon methodology was flagged. (b) N2O time series and background 
estimates using radon, REBS, NAME, and MET methods.  
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There is a positive offset in the difference of the radon method with all 

three other methodologies. As with the other species the difference from the REBS 

estimate is due to the input variables used in the function. Although these input 

variables were tested through trying a variation of values, the subjective nature of 

this statistical method has a large effect on the output. The difference between the 

REBS and radon methods for N2O is highly variable; additionally, this difference is 

not consistent with the difference seen between the radon and the other two 

methods. 

 The consistent positive offset in the difference between the radon and 

NAME methods could be partially explained by the scale differences, at WAO N2O is 

reported on the WMO X2006A scale, whereas the MHD N2O measurements are 

reported in the SIO-16 scale. SIO-16 scale values can be converted to WMO X2006A 

via multiplication by a factor of 0.9983 (Prinn et al., 2018). When this conversion 

factor is applied, the average absolute difference between the NAME and 222Rn 

background estimates is reduced from 0.37 ± 0.09 ppb to 0.19 ppb ± 0.09 ppb 

(Figure 3.30). However, the offset of the difference changes from a positive to a 

negative offset i.e., the average of the difference from the radon background before 

the scale correction is applied is 0.37 ± 0.09 ppb, which changes to -0.19 ± 0.09 ppb 

after the correction. The standard deviation given on the monthly MHD NAME 

background estimate varies between 0.0819 and 0.138 ppb. 

After the scale correction to allow for a more direct comparison between 

the MHD NAME modelled background and the WAO 222Rn RMB, the lower values 

observed in the NAME background could be due to the latitudinal gradient of N2O. 

N2O displays a strong latitudinal gradient due to the disproportionately higher 

emissions in the Northern Hemisphere (Figure 3.31) (Jiang et al., 2007). As MHD 

has a Southerly component to its background it could be observing air masses with 

lower N2O from these lower latitudes, whereas the WAO RMB air is missing this 

southerly component due to its location on the east of the UK land mass. 
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Figure 3.30. (a) Difference from radon background estimate, where radon 
estimate is subtracted from the NAME method. Shaded areas indicate months 
when the radon methodology was flagged. (b) N2O time series and background 
estimates using radon, NAME on the SIO-16 scale used at MHD, and NAME 
converted to the WMO X2006A scale to be comparable to WAO.  

 

 

Figure 3.31. N2O variation with latitude in 2000 (solid line), 2001 (dotted line), 
and 2002 (dashed line) (Jiang et al., 2007). 

Another possible reason for the higher N2O background for the 222Rn 

method than the MHD NAME method is a greater influence from European and UK 

land masses on the 222Rn method background values. The two months with the 

best agreement between the Rn and NAME methods are October 2018 and January 
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2019, both have a scale adjusted NAME-Rn difference of -0.03 ppb. The two non-

flagged months with the largest scale adjusted NAME-Rn difference are October 

2019 and November 2019, with a difference of -0.43 and -0.93 ppb, respectively. 

The NAME footprints for the air masses used in October 2018 and January 2019 

222Rn RMB estimates show almost no interaction with the UK and Europe (Figure 

3.32(a) and (B)). Conversely, for the months with the largest difference between 

the 222Rn and NAME backgrounds, October 2019 and November 2019, the air 

masses used in the calculation of the 222Rn RMB display a greater degree of 

interaction with the UK and European land masses (Figure 3.32(c) and (d)). This 

indicates that the higher N2O background for the 222Rn RMB than the MHD NAME 

method may be due to this minor influence from UK and European N2O emissions.  

 

Figure 3.32. NAME 30-day composite footprint for air masses corresponding to 
data points used in the radon RMB method estimate for (a) October 2018, (b) 
January 2019, (c) October 2019, and (d) November 2019. 

3.4.2.7 Method comparison summary 

A summary of the average difference and average of the absolute 

differences of each method from the radon derived background for each species is 

shown in Table 3.4. 
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Generally, with the exception of H2 and N2O, the radon derived background 

is often most similar to the NAME derived background for all species, and most 

different from the REBS background method results. For H2 and N2O, the NAME 

background is the most different from the radon derived background, as discussed 

in sections 3.4.2.3 and 3.4.2.6, respectively.   

Table 3.5. Average difference ((x-Rn) ± 1σ) and average of the absolute difference 
(|(x-Rn)| ± 1σ) from the radon derived background estimate for each species 

 
Background method difference from radon 

REBS NAME STILT MET 

  x - Rn |x-Rn| x - Rn |x-Rn| x - Rn |x-Rn| x - Rn |x-Rn| 

CO2 

(ppm) 
-1.29 
±2.57 

2.02 
±2.05 

0.28 
±0.98  

0.77 
±0.66 

0.32 
±1.37  

1.08 
±0.90 

0.09 
±1.47  

0.98 
±1.09 

O2 (per 
meg) 

9.73 
±15.77 

13.86 
±12.30 

        1.84 
±8.95 

6.48 
±6.44 

H2 

(ppb) 
-5.75 
±5.17 

6.27 
±4.53 

11.95 
±4.24  

11.95 
±4.24 

    -2.68 
±4.87 

4.21 
±3.63 

CH4 

(ppb) 
10.51 
±5.01 

10.68 
±4.62 

0.02 ± 
4.14  

3.17 
±2.68 

    5.71 
±4.75  

6.21 
±4.06 

CO 
(ppb) 

2.60 
±3.94 

3.84 
±2.75 

-0.42 
±3.87  

3.19  
2.24 

    3.05 
±2.29  

3.39 
±1.75 

N2O 
(ppb) 

0.31    
±0.12 

0.31 
±0.12 

0.37 
±0.09  

0.37 ± 
0.09 

    0.25 
±0.22  

0.27 
±0.20 

3.5 Conclusions 

The use of radon measurements concurrently with measurements of other 

atmospheric gas species allows for the calculation of an RMB. Overall, the radon 

methodology for calculation of RMB shows good agreement with existing methods, 

with some variability depending on the processes involved in a given species 

source and sink mechanisms.  

The radon method presented here is often based on a very small number of 

data points each month. Therefore even a small gap in the time series means that 

there is no estimate for that given month; this is reliant on both radon and the 

species for which the background is being calculated not having gaps in the time 

series. This is also the case for the MET method, which explains the large gaps in 

this method’s background estimates. The calculation of these backgrounds using 
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radon is also dependent on the measurement site experiencing ‘background’ air 

masses during each month of the year; but during months in which fewer of these 

air masses were seen, the thresholds and flagging used in the methodology 

appropriately filtered air masses and the difference from other methods during 

these months was no worse than during non-flagged months. The NAME and STILT 

and MET methods also require the station to have experienced background air 

masses. Additionally, the use of radon is less computationally intensive than 

running the NAME or STILT methods, and can also be computed in ‘real-time’. 

REBS is also a quick and easy method for background calculation that does 

not require any additional observations, but it is based purely on statistics, so it 

includes some localised emissions in the background. The input parameters are 

also very subjective, and as seen in my results, changing the parameters for the 

different species would bring the REBS estimate closer to the other method 

estimates; however, if REBS were being used on its own, without comparison, the 

user would not know that these parameters need tweaking.  

The difference from the NAME modelled backgrounds was generally small 

for all species, which suggests the radon could be used to validate the NAME 

modelled background results. Additionally, the location of MHD (where the NAME 

backgrounds were calculated for), means it receives predominantly maritime air 

masses from the North Atlantic Ocean with very little, if any, terrestrial or 

pollution sources or sinks; thus, the agreement with the radon background means 

the radon method is appropriately removing air masses with recent terrestrial 

influence.  

3.5.1 Future work 

This chapter demonstrates the use of radon for calculation of an RMB, but there is 

further research that could be conducted which falls outside the scope of the work 

I have presented here: 

• This analysis should be repeated for non-coastal sites, such as mid-

continental and mountain sites, which will present different challenges. 

• The use of air quality parameters to screen out any maritime emissions 

should be investigated as I am currently assuming that there are no 

emissions over the ocean. Using the lowest percentage of mole fraction 
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values may account for this, but the use of air quality products could 

confirm this. 

• The methodology used to calculate the radon RMB can be further developed 

to reduce the subjectivity used in the selection of some of the thresholds 

used. 

• Analysis of the effects of species which have a strong latitudinal gradient on 

the calculation of an RMB using radon.  

• For species with strong latitudinal gradients, investigation into the need for  

removal of air masses which have been transported from other latitudes 

before the calculation of the RMB for a site.  
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4.1 Introduction 

Anthropogenic emissions of CO2 are the most important contributor to global 

climate change (IPCC, 2021a). Therefore, a quantitative understanding of the 

carbon cycle, and the source and sink processes which govern it, are crucial for 

assessing the radiative forcing effects of ongoing anthropogenic emissions. A 

number of supporting measurements that provide additional information on 

sources and sinks are used to disentangle carbon cycle processes, so called ‘tracer’ 

methods. The stable isotopic composition of atmospheric CO2 is one such tracer 

method.  

Stable isotopes are non-radioactive forms of an atom which differ only in 

their number of neutrons, and therefore atomic mass. These mass differences 

cause fractionation of the molecules during different formation, transport, and 

removal processes, where the abundance of one isotope becomes enriched relative 

to another (Affek and Yakir, 2014). Therefore, the measurement of the isotopic 

composition of CO2 can be used as a tool to distinguish between anthropogenic and 

biospheric fluxes (e.g. Pataki et al., 2003a; Zhou et al., 2005; Laskar et al., 2016) 

and can provide information about the size of carbon fluxes between the 

atmosphere, terrestrial biosphere, and oceans.  

Table 4.1. Natural abundances of the distinct, stable CO2 isotopologues (Eiler and 
Schauble, 2004) 

Mass Isotopologue Abundance 
fraction of CO2  

44 16O12C16O 98.4 % 
45 16O13C16O 1.1 % 

17O12C16O 760 ppm 
46 18O12C16O 0.41 % 

17O13C16O 8.5 ppm 
17O12C17O 150 ppb 

47 18O13C16O 46 ppm 
18O12C17O 1.6 ppm 
17O13C17O 1.6 ppb 

48 18O12C18O 4.3 ppm 
17O13C18O  18 ppb 

49 18O13C18O 48 ppb 
 

Carbon has two naturally occurring stable isotopes, 12C and 13C, and oxygen 

has three, 16O, 17O, and 18O; with the heavier isotopes being rarer (1.1 % for 13C, 0.2 
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% for 18O, and 0.04 % for 17O; Affek and Yakir (2014)). Considering this, there are 

eighteen possible isotopologues of CO2, with only 12 of these being distinct due to 

symmetry (Table 4.1). Each of these 12 isotopologues has its own distinct 

thermodynamic and kinetic properties which cause them to fractionate from one 

another during natural processes (Eiler and Schauble, 2004); these properties 

mean that measurement of the different isotopologues can be used to investigate 

these processes. 

The 13C/12C isotope ratio of atmospheric CO2 (denoted δ13C) has widely 

been utilised as a tracer for partitioning the sources and sinks of CO2 between the 

ocean, terrestrial biosphere and fossil fuels (e.g. Ciais et al., 1995; Battle et al., 

2000; Miller et al., 2003b; Pataki et al., 2003b; Ciais et al., 2005; Keeling et al., 

2017; Graven et al., 2020). Photosynthesis and respiration impart distinct isotopic 

signatures to the atmosphere: during photosynthesis, terrestrial plants 

preferentially assimilate 12C-CO2, thereby enriching the δ13C content of the CO2 

remaining in the atmosphere (Flanagan and Ehleringer, 1998). The reverse is the 

case for respiration which depletes the δ13C content of the atmosphere. Fossil fuels 

originate from plant materials, therefore the preferential uptake of 12C-CO2 during 

photosynthesis means that they are depleted in 13C-CO2 relative to the atmosphere. 

Fossil fuel emissions therefore dilute the atmospheric δ13C value (Keeling et al., 

2017). Moreover, net uptake of CO2 from the atmosphere into the ocean leaves the 

atmospheric δ13C essentially unchanged. These distinct signatures can thus be 

used to constrain global carbon sources and sinks. The use of δ13C does have 

limitations as a tracer for identifying sources, for example, both petroleum 

combustion and plant respiration have similar isotopic source signatures. Natural 

gas also has a varying source signature according to the supply location which can 

introduce errors into estimates (Lopez et al., 2013), thus additional constraints are 

required.   

In addition to the carbon isotopes of CO2, the naturally occurring stable 

isotopes of oxygen can also be used as useful carbon cycle tracers. As with carbon, 

the relative isotopic composition of oxygen-containing molecules on Earth is 

affected by processes such as diffusion, evaporation, and condensation. These 

processes typically depend on the mass of the molecules and therefore result in 

mass-dependent fractionation of the oxygen isotopes.  
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 The ratio of 18O/16O (denoted δ18O) of CO2 has been widely used to 

estimate gross carbon fluxes between the atmosphere and the terrestrial 

biosphere (e.g. Yakir and Wang, 1996; Ciais et al., 1997). As the δ18O of 

atmospheric CO2 is controlled largely by isotopic exchange with water in the leaves 

of plants, it is an important tool to estimate global primary production (GPP; the 

gross CO2 uptake of plants from photosynthesis)(Francey and Tans, 1987). During 

CO2 exchange with leaf, soil, and ocean water, the 18O isotopes of CO2 are 

exchanged with those of water. Stomatal water in plant leaves is highly enriched in 

18O relative to soil water, due to mass-dependent fractionation during 

evapotranspiration, which imparts contrasting δ18O signatures in CO2 released into 

the atmosphere after CO2-H2O exchange (e.g. Cuntz et al., 2003; Barthel et al., 

2014). Furthermore, the equilibration and isotope exchange of CO2 with water in 

stomata is catalysed by the presence of carbonic anhydrase, which extensively 

enriches the CO2 released from plants with 18O from leaf-water. This isotope 

exchange process can therefore be directly related to gross primary production as 

first suggested by Farquhar et al. (1993). The difficulty with using 18O-CO2 to 

determine GPP is the requirement for a detailed knowledge of δ18O values for 

numerous water reservoirs, which can be highly variable due to the number of 

processes involved in the hydrological cycle. The addition of 17O-CO2 

measurements can remove this requirement (Hoag et al., 2005). Due to mass-

dependent fractionation, variations in 17O are strongly correlated to variations in 

18O, with any deviation from this correlation (i.e. mass independent fractionation) 

being expressed as the Δ17O signature (referred to as the ‘triple oxygen isotope’, 

‘CO2 excess’, or ‘O2 anomaly’) (see section 4.3.1 for the formal definition). 

The processes which affect the isotopic composition of CO2 usually depend 

on the mass of the molecules and therefore result in mass-dependent fractionation 

of the oxygen isotopes. An exception, however, is that compared to tropospheric 

CO2, stratospheric CO2 is anomalously enriched in 17O and 18O (e.g. Thiemens et al., 

1991; La mmerzahl et al., 2002; Yeung et al., 2009). This is linked to mass-

independent fractionation of CO2 during the formation of O3, which imparts a 

positive Δ17O signature (Yung et al., 1991). This enriched stratospheric CO2 is 

transported into the upper troposphere (Laskar et al., 2019), where it mixes and 

comes into contact with water reservoirs in vegetation, soil, and oceans. When CO2 

dissolves in liquid water, there is a mass-dependent exchange of oxygen atoms, 
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meaning that the Δ17O signature of the CO2 released back into the atmosphere is 

reset to around 0 ‰ (Hoag et al., 2005). As a consequence, variations in the 

tropospheric Δ17O signature strongly depend on the magnitude of CO2 exchange 

with the leaf water reservoir and can therefore be directly related to biospheric 

activity (Hoag et al., 2005). However, unlike using δ 18O alone, Δ17O does not 

directly depend on the 18O or 17O of soil and leaf water since hydrological cycle 

processes are largely mass dependent (Hoag et al., 2005). Δ17O should therefore be 

a more direct tracer for GPP than variations in 18O/16O alone. A schematic 

summary of the processes affecting the Δ17O signature of atmospheric CO2 is 

displayed in Figure 4.1. 

 

Figure 4.1. Schematic summary of the processes affecting the Δ17O signature of 
atmospheric CO2 as reported by Koren et al. (2019). The CO2 mass fluxes (F) are 
global integrated values averaged over 2012-2013 and rounded to integers. CO2 
mass fluxes that increase that tend to increase the tropospheric CO2  mass are 
expressed as positive numbers. FAS/FSA is atmosphere (troposphere)-stratosphere 
exchange; FAL/FLA is atmosphere-leaf exchange; FASI/SIA is atmosphere-soil 
exchange; FOA is ocean-atmosphere exchange; and Fbb is flux from biomass burning. 
Figure taken from Koren et al. (2019). 

To date, there have been very few published concurrent measurements of 

δ13C, δ18O, and δ17O, and the subsequent calculation of Δ17O in the troposphere. 

Barkan and Luz (2012) presented the first high-precision data on the Δ17O 

composition of tropospheric CO2 from a limited set of flask samples in Spring 2012 

in Jerusalem, Israel.  Next, Thiemens et al. (2014) presented a decade-long time 

series of Δ17O values from flask samples in La Jolla, California. These 

measurements identified a stratospheric component in tropospheric CO2, and 
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discussed the role of El Nin o Southern Oscillation indices in tropospheric 

excursions. They also noted the need for extended global measurements of δ17O 

and δ18O for analysis of Δ17O in order to further the understanding of these and 

other processes which influence the carbon cycle. Liang and Mahata (2015) 

presented the Δ17O in the troposphere from a total of 81 near-surface samples 

taken over one year in Taipei, Tiawan, demonstrating that Δ17O in CO2 is 

observable at sea level. More recently, Hofmann et al. (2017) presented high-

precision Δ17O values in tropospheric CO2 from Go ttingen, Germany from air 

samples taken over the course of two years; demonstrating that observations of 

Δ17O captures the seasonal variability in GPP.  Koren et al. (2019) presented the 

first global 3D Δ17O model, which was used to predict the global signature, 

seasonal cycle, and vertical and latitudinal gradients. They also suggested that 

observational time series of Δ17O could help to further increase understanding of 

the global Δ17O budget of tropospheric CO2.  

One of the most challenging aspects of using Δ17O to better understand GPP 

is the extremely high measurement precision and accuracy that is needed for both 

17O and 18O to be able to define spatial gradients and seasonal cycles of Δ17O. For 

example,  Hofmann et al. (2017) states that a measurement precision of ± 0.01 ‰ 

(10 per meg) or better would be required to capture seasonal variations and for 

Δ17O to be useful as a tracer for GPP. Studies of Δ17O in CO2 have in the past been 

limited by the precision of the measurements and limitations in technology. 

Historically, high-precision measurements of stable isotopes have been done using 

isotope ratio mass spectrometry (IRMS), which requires the extraction of CO2 from 

an air sample before analysis. This extraction process is not only time-consuming 

but is also a major contributor of scale differences between labs. Further, due to 

16O13C16O and 17O12C16O having the same atomic mass, IRMS techniques are 

sensitive to isobaric interference therefore, determination of δ17O in a sample is 

extremely complex and limited to only a few laboratories (see Adnew et al., 2019). 

In recent years there have been a number of developments in optical spectroscopy 

measurement techniques for Δ17O, increasing the precision of measurements (e.g. 

Barkan and Luz, 2012; Mahata et al., 2016; Adnew et al., 2019). Furthermore, high-

precision measurements of Δ17O in whole air samples have been made possible 

with the development of new analysers which use optical spectroscopy, with 

precision close to, or exceeding, IRMS measurements (McManus et al., 2015; 
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Stoltmann et al., 2017); this also means that air can be measured continuously, 

rather than from discrete samples. As well as removing the need for extraction of 

CO2 from an air sample, optical spectroscopy is also free of isobaric interferences 

as the individual isotopologues are directly measured; it is therefore possible to 

directly measure δ17O in addition to δ13C and δ18O.   

In this chapter, I present concurrent measurements of δ13C, δ17O and Δ17O 

using new state-of-the-art technology from Aerodyne Research Inc., a tunable 

infrared laser direct adsorption spectroscopy (TILDAS) CO2 isotopologue analyser, 

collecting in-situ continuous data from the Weybourne Atmospheric Observatory 

(WAO; see Chapter 1.4 for a WAO site description).  These data are calibrated using 

two different methodologies, and the resulting values are compared. The 

repeatability and compatibility are then investigated. These analyses are then 

contextualised with respect to the observed seasonality in the observations. 

4.2 Aerodyne TILDAS dual-laser trace gas analyser  

Measurements of δ13C, δ17O, and δ18O, at the Weybourne Atmospheric Observatory 

(WAO) are performed using a tunable infrared laser direct adsorption 

spectroscopy (TILDAS) dual-laser CO2 analyser, designed and manufactured by 

Aerodyne Research, Inc. (ARL, Billerica, MA, USA) (McManus et al., 2015). The 

TILDAS analyser has been running at WAO since September 2021.  

The TILDAS analyser measures the individual absorption lines of 12C16O16O, 

13C16O16O, 12C16O18O and 12C16O17O, which are referred to as 626, 636, 628, and 

627, respectively, following the HITRAN database notation (Gordon et al., 2017).  

Two mid-infrared interband-cascade lasers (Nanoplus Nanosystems and 

Technologies, GmbH) are used, which operate at wavelengths of 2310 cm-1 

targeted at 626, 628 and 636, and 2349 cm-1 targeted at 627 (and 626) (Hare et al., 

2022). The total path length of the lasers in the optical cell is 36 m, which is 

depicted in Figure 4.2. To avoid absorption by CO2 other than from gas in the 

optical cell, the optical cell and detectors are contained within a casing that is 

continually flushed with nitrogen (N2) at a flow rate of several litres per minute. 

The lasers and data acquisition of the absorption spectra are controlled by 

‘TDLWintel’ software, (McManus et al., 2015), which produces isotopologue mole 
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fractions at a frequency of 1 Hz.  An extended description of the operating 

principles can be found in McManus et al. (2015).    

 

Figure 4.2. Diagram of the optical layout of the Aerodyne Research, Inc. TILDAS 
instrument. The main sample beam path is coloured in red, which passes through a 
36 m absorption cell. The reference beam path, which splits into two, is shown in 
blue. One reference beam path contains a short reference gas cell and the other 
contains an etalon that may be flipped into the beam for measurement of laser 
tuning rates. Figure is from McManus et al. (2015) and Steur et al. (2021). 

4.2.1 Gas handling setup at WAO 

The gas handling setup of the TILDAS analyser at WAO is shown in Figure 4.3, and 

is set up to measure continuous sample air flow. Calibration is performed with four 

calibration standards (see section 4.2.4), and a target tank (TT) is run regularly to 

quality check the performance of the analyser. A reference tank (RT) is also run, 

before and after every sample measurement, which reduces variations due to 

analyser baseline drift.  

 The sample air is drawn in from a mast 10 m above ground level (20 m 

a.s.l.) at a flow rate of 150 ml/min (controlled by a mass flow controller; ‘MFC’ in 

Figure 2) and first passes through a switchable chiller at ~-30°C to dry the air, 

before entering a 50 ml intermediate volume (V2; Figure 4.3). The intermediate 

volume (V2) is filled with sample air until it reaches a pressure of 270 torr. At that 
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point the inlet volume is isolated via the automated actuated valves before being 

injected into the sample cell (by opening V18 and V21; Figure 4.3). Prior to 

injection, the sample cell is fully evacuated to 0 torr; the sample is then expanded 

into the optical cell to a pressure of 40 torr. V21 and V22 are closed while the 

sample is analysed. While sample air is being analysed in the sample cell, the inlet 

volume is simultaneously filled with gas from the RT (by opening V16 and V10). 

After measuring the sample air for 2 minutes the TILDAS cell is evacuated to 0 torr 

again, and the RT gas is then injected into the TILDAS cell for measurement while 

the inlet volume is again filled with sample air. Measurements continually 

alternate between RT and sample every 2 minutes; this switching sequence is 

analogous to that used in dual-inlet IRMS measurements. Similarly, when 

measuring the calibration standards, these are also alternated every 2 minutes 

with measurement of the RT. The 2-minute switching time was chosen as the 

result of an Allan variance test on the raw 1 second data. As the calibration 

standards and RT share tubing into the inlet volume, this is evacuated (by opening 

V14) before switching between gas measurements to avoid contamination from 

any gas remaining in this dead volume (Figure 4.3). The temperature of the TILDAS 

optics box is regulated using an Oasis chiller, which circulates fluid at a constant 

temperature of 296 K around the lasers.  
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Figure 4.3. Gas handling diagram for the Aerodyne TILDAS at Weybourne 
Atmospheric Observatory. Custom scripts have been written for the TDLWintel 
software to achieve the routine and repeated analyses of sample air, reference tank 
(RT), calibration standards (Cal1 - Cal4) and a quality control target tank (TT) as 
described in the text.    

4.3 Isotope notation  

Of the 12 distinct isotopologues of CO2 and assuming the substitution of each 

isotope at each position in the molecule follows its bulk statistical abundance (i.e. 

no clumping, where the CO2 molecule contains two minor isotopes), only 4 

independent quantities are required to define the total amount and full isotopic 

composition of CO2 (Griffith, 2018). These quantities are the total amount of CO2 

and the 13C/12C, 17O/16O, and 18O/16O isotopic ratios.  

Since routine measurements of absolute isotopic concentrations are very 

difficult, results are obtained from relative measurements and expressed as the 

ratio, r, of the rare to the abundant isotope (Eqs. (4.1), (4.2), and (4.3)) (Griffith, 

2018).  

 13𝑟 =  
 𝑛(13𝐶)

 𝑛(12𝐶)
   (4.1) 

 17𝑟 =  
 𝑛(17𝑂)

 𝑛(16𝑂)
   (4.2) 
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 18𝑟 =  
 𝑛(18𝑂)

 𝑛(16𝑂)
   (4.3) 

where n() is the number of moles of each isotope in a sample. In addition, 

isotope ratios are typically referred to using delta notation which expresses the 

variation of an isotope ratio of an element, relative to a standard on the Vienna Pee 

Dee Belemnite scale (VPDB-CO2) that is assumed to have a constant and known 

isotope ratio. This delta notation reduces variations due to analyser baseline drift. 

For the three isotopologues discussed in this chapter, the delta notation is defined 

as follows and expressed in ‘per mil’ (‰) units (Griffith, 2018): 

𝛿13𝐶 =
( 13𝑟 )𝑠𝑎𝑚𝑝𝑙𝑒− ( 13𝑟 )𝑟𝑒𝑓

( 13𝑟 )𝑟𝑒𝑓
 ∙ 1000 ‰ (4.4) 

𝛿17𝑂 =  
( 17𝑟 )𝑠𝑎𝑚𝑝𝑙𝑒− ( 17𝑟 )𝑟𝑒𝑓

( 17𝑟 )𝑟𝑒𝑓
 ∙ 1000 ‰  (4.5) 

𝛿18𝑂 =  
( 18𝑟 )𝑠𝑎𝑚𝑝𝑙𝑒− ( 18𝑟 )𝑟𝑒𝑓

( 18𝑟 )𝑟𝑒𝑓
 ∙ 1000 ‰  (4.6) 

4.3.1 Δ17O notation 

The isotopic composition of CO2 is altered by many processes which depend upon 

the mass of the molecules and therefore result in mass-dependent fractionation 

(Brenninkmeijer et al., 2003). δ17O and δ18O in CO2 thus typically follow the mass 

dependent relationship as defined by Eq. (4.7) from a three oxygen δ17O/ δ18O 

isotope plot.  

𝛿17𝑂 =  𝜆𝑅𝐿  × 𝛿18𝑂 (4.7) 

which is referred to as the ‘reference line’, and where λRL is the slope of the 

reference line.  If we are interested in pure mass-dependent fractionation, we 

choose, λRL is 0.5, representing the fact that the mass difference between isotopes 

17O and 16O is half of the mass difference between the isotopes 18O and 16O. Δ17O is 

defined as any deviation from this mass dependent fractionation reference line, as 

defined by Eq. (4.8), using the logarithmic definition and shown schematically in 

Figure 4.4 (Miller, 2002; Young et al., 2002). 

∆17𝑂 = ln(𝛿17𝑂 + 1) −  𝜆𝑅𝐿  × ln (𝛿18𝑂 + 1) (4.8) 

Δ17O data are normally expressed in per mil (‰), or per meg (0.001 ‰) 

units, depending on the size of the Δ17O signature, and λRL is the slope of the 

reference line (Eq (4.7)).  As well as this ‘logarithmic definition’ of Δ17O, there is 

also an ‘exponential definition’ (e.g., Assonov and Brenninkmeijer, 2005) and a 
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‘linear definition’ (e.g. Hoag et al., 2005), which you can convert between (Koren et 

al., 2019). Each form of this definition is suited to a specific research problem; in 

most older studies the linear definition was commonly used,  whereas more recent 

studies of Δ17O in CO2 use the logarithmic definition (e.g. Hofmann et al., 2017; 

Koren et al., 2019).  

 

Figure 4.4. Schematic representation of an oxygen three isotope plot. 

In addition to the different forms of Eq. (4.8) used to define Δ17O, there are 

also a number of different values used for  λRL in the published literature, which are 

representative of different fractionation processes and therefore chosen based on 

the aim of the research. In essence, mass-independent fractionation of CO2 occurs 

from photochemical reactions in the stratosphere involving O3 and O(1D). In the 

troposphere, this mass-independent fractionation of oxygen atoms in CO2 is 

mostly, but not entirely, cancelled out by mass-dependent exchange of oxygen 

between CO2 and H2O in leaves. In some applications, λRL = 0.528 has been used, 

which is equal to the both the isotopic composition of precipitation water (Landais 

et al., 2006) and the VSMOW-SLAP reference line which is linked to two 

international water standards (Barkan and Luz, 2012); λRL = 0.525 has also been 

used, based on the isotopic composition of rocks and minerals (e.g. Hofmann and 

Pack, 2010; Hofmann et al., 2012); λRL = 0.5305 is defined from the equilibrium end 

member for isotopic fractionation at high temperatures (e.g. Pack and Herwartz, 

2014; Gehler et al., 2016); and λRL = 0.516 is representative of the isotopic 

composition of tropospheric CO2 entering the stratosphere (e.g. Boering et al., 

2004; Liang and Mahata, 2015). In this chapter, λRL = 0.5229 is used, based on the 
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CO2-water equilibrium fractionation factor (e.g. Barkan and Luz, 2012; Hofmann et 

al., 2017; Koren et al., 2019), and has been widely used in the published literature 

(e.g. Hofmann et al., 2017; Koren et al., 2019). It should be noted that although 

there is no agreed value for the reference line, the choice is somewhat arbitrary 

since Δ17O is calculated from δ17O and δ18O measurements and is not itself a 

measured quantity (Pack and Herwartz, 2014). 

4.4 Calibration  

4.4.1 Calibration methods 

There are two methods which can be used for calibration of an isotopologue 

analyser, in brief these are: (1) calculate the delta values and then calibrate 

(isotopologue ratio method (RM); see section 4.2.4.1) or (2) calibrate the 

individual isotopologue mole fractions and then calculate the isotopologue ratios 

(isotopologue abundance method (AM); see section 4.2.4.2).  

The RM is similar to the methods developed for the calibration of 

traditional IRMS based analysers. This method uses calibration standards which 

cover a range of delta values and directly determines calibration equations in 

terms of these delta values (Griffith, 2018). However, this method of calibration 

introduces a CO2 mole fraction dependence (CMFD) in the calibration equations 

which needs to be accounted for (Griffith, 2018). The AM is more fundamental for 

optical analysers (such as the TILDAS) as they are measuring the amounts of the 

individual isotopes; therefore, the AM is a natural choice of calibration method for 

such analysers (Griffith, 2018).  Additionally, as each isotopologue is calibrated 

separately the introduced CMFD does not need to be accounted for (Griffith, 2018; 

Steur et al., 2021). In this chapter, the data collected at WAO has been calibrated 

using both methods, which will then be compared. 

For both calibration methods, 4 calibration standards were run on the 

TILDAS. The CO2 mole fraction is defined on the WMO-X2019 scale, the δ13C and 

δ18O values of these standards are defined on the VPDB-CO2 scale (Table 4.2). They 

were assigned at the ICOS Flask and Calibration Laboratory, hosted by the Max 

Planck Institute for Biogeochemistry in Jena. The δ17O value of the calibration 
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standards is unknown but is calculated using the mass dependent fractionation 

relationship with δ18O, where δ17O = 0.528*δ18O (Brand et al., 2010; Griffith, 2018).  

Table 4.2. CO2, δ13C and δ18O assigned values of the four calibration standards 
used for calibration of the TILDAS at WAO.CO2 is reported on the WMO-X2019 and 
the isotopologues areon the VPDB-CO2 scale. Note that the δ17O value of these 
cylinders is calculated from δ17O=0.528*δ17O. 

Cylinder ID CO2 (ppm) δ13C (‰) δ18O (‰) δ17O (‰) 
D251500 372.097 -8.3 -13.59 -7.18 
D251502 400.195 -9.05 -3.04 -1.61 
D251503 418.961 -9.58 -2.18 -1.15 
D477509 499.907 -10.9 -3.04 -1.61 

 

A calibration of the analyser was performed on 21Jun2022 and applied to 

all data presented in this chapter (14Sep2021 to 12Oct2022). The measurement of 

the calibration standards for both the RM and AM follows the same procedure 

outlined in section 3.2.1 for sample measurement. Measurement of the calibration 

standard and RT is alternated every 2 minutes allowing for drift correction of the 

measurement value as in Eqs. (4.4)-(4.6). 

4.4.1.1 Isotopologue ratio method calibration 

In the isotopologue ratio method calibration (RM), isotopologue ratios are 

used to calculate the delta values, defined on the VPDB-CO2 scale by the 4 

calibration standards. This method was originally developed for the calibration of 

measurements made using IRMS analysers. The method outlined here follows that 

of Griffith (2018) and Steur et al. (2021).  

First, the uncalibrated measured delta values (δ*m) are calculated from the 

2-minute calibration standard (r*m) and linearly interpolated 2-minute raw RT (r 

*RT) isotopologue ratios, which corrects for short-term analyser drift:  

δ∗
𝑚 = (

 ∗𝑟𝑚

 ∗𝑟𝑅𝑇
− 1)   (4.9) 

where * denotes the isotopologue being calibrated (i.e., 636, 627, or 628). 

Next, these 2-minute uncalibrated δ*m values are averaged for each calibration 

standard and linearly regressed against the assigned delta values of each standard 

(δ*a) (Table 4.2) and a linear fit is added. As delta values of each isotopologue in 

the RT (δ*RT) on the VPDB-CO2 scale are unknown, these are then determined from 

the y-axis intercept. This can be assumed as if the RT were to be measured against 
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itself then δ*m would be zero (from Eq. (4.9)), thus δ*a would equal the y-axis 

intercept. The δ13C, δ18O, and δ17O sample measurements (δ*sam) are then 

calibrated (δ*cal) based on these δ*RT  values: 

δ∗
𝑐𝑎𝑙 = (1 +  δ∗

𝑅𝑇) ⋅  δ∗
𝑠𝑎𝑚 +  δ∗

𝑅𝑇   (4.10) 

where δ*sam is calculated for each isotope using Eqs. (4.4), (4.5), and (4.6). 

The CO2 mole fraction is then calibrated with a linear calibration curve calculated 

by fitting the assigned CO2 mole fraction of the calibration standards against the 

measured mole fractions and applying this to the raw measured air sample 

measurements.   

As this RM of calibration has historically been used to calibrate mass 

spectrometers, an important consideration for calibration of spectroscopic 

analysers, such as the TILDAS, when using the RM is the concentration dependence 

of the measured isotope ratios (and therefore delta values) on the mole fraction of 

CO2. This CO2 mole fraction dependency (CMFD) must be corrected for as part of 

the calibration procedure (Griffith, 2018). CMFD from ratio calibration methods 

have been published in a number of papers (e.g. Griffith et al., 2012; Wen et al., 

2013; Rella et al., 2015; Pang et al., 2016; Steur et al., 2021).  A non-zero y-axis 

intercept in the relationship between the measured and assigned values of the 

calibration standards is indicative of CMFD(Griffith, 2018). A non-zero intercept 

results in an approximate inverse relationship between the measured δ13C and the 

CO2 mole fraction (Griffith et al., 2012). Even if the concentration dependence is 

small, this can be amplified in Keeling plot-type analyses (Wen et al., 2013).  

In order to correct for this, first Eq. (4.10) is applied to the δ*S values 

calculated from Eq. (4.9) to produce calibrated values for each calibration standard 

measurement for each isotopologue. The residual of each calibration standard 

from the assigned delta value on the VPDB scale (calibrated δ*S – assigned δ*S), 

including a residual of 0 for the RT, are then plotted against the CO2 mole fractions 

assigned for each standard, and a quadratic fit is produced. This equation is then 

subtracted from the calibrated sample from Eq. (4.10) to correct for any CMFD as 

follows: 

δ∗
𝑉𝑃𝐷𝐵 =  δ∗

𝑐𝑎𝑙 − ((𝑑 ∙ [𝐶𝑂2]2) + (𝑒 ∙ [𝐶𝑂2])  + 𝑓)  (4.11) 

where δ*VPDB is the final air sample isotope delta value on the VPDB-CO2 

scale, [CO2] is the calibrated CO2 mole fraction of the air sample, and δ* is the 



   
 

162 
 

calibrated isotopologue values obtained from Eq. (4.10). Finally, Δ17O is calculated 

from δ17O and δ18O using Eq. (4.8). 

4.4.1.2 Isotopologue abundance method calibration 

In short, the isotopologue abundance method (AM) calibrates each CO2 

isotopologue abundance (y) individually as if they were separate species, and then 

uses these values to calculate the isotope ratios and delta values. The method 

outlined here follows that of Griffith (2018) and Steur et al. (2021).   

First, the isotope ratios of each calibration standard, 13r, 18r and 17r (*r), are 

calculated from the assigned delta values, through inverting Eqs. (4.4), (4.5), and 

(4.6), i.e.: 

 ∗𝑟 = (1 +  δ∗) ∙  ∗𝑟𝑉𝑃𝐷𝐵  (4.12) 

where δ* is the assigned delta value of the calibration gas (Table 4.2) and 

rVPDB is the standard isotope ratio on the VPDB-CO2 reference scale (Table 4.3). 

Table 4.3. Standard isotope ratios for the VPDB-CO2 reference scale (Brand et al., 
2010). 

Element Ratio VPDB-CO2 
C 13r = 13C/12C  0.0111802 
O 18r = 18O/16O 0.00208835 
O 17r = 17O/16O 0.0003931 

 

Next, the ‘assigned’ isotopologue abundances, y, in each of the calibration 

standard and the RT are calculated.  

𝑦626 =  
𝑦𝐶𝑂2

𝑅𝑠𝑢𝑚
  (4.13) 

𝑦636 =  𝑦626 ∙ 13𝑟 (4.14) 

𝑦627 =  2 ∙  𝑦626 ∙ 17𝑟 (4.15) 

𝑦628 =  2 ∙ 𝑦626 ∙ 18𝑟 (4.16) 

where yCO2 is the assigned CO2 mole fraction of the calibration standard 

(Table 4.2), r is the ‘assigned’ isotope ratio calculated from Eq. (4.12), and Rsum  = 

(1 + 13r)·(1 + 17r + 18r)2 (Griffith, 2018). The assigned values of yCO2 in the 

calibration standards are chosen to span the CO2 mole fractions observed in 

sample air, as the method is only valid for samples within this span. As per Table 
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4.2, the calibration standards CO2 mole fraction has a range of 372.097 - 499.907 

ppm. 

The uncalibrated isotopologue abundances measured for each calibration 

standard, y*S, are then calculated relative to the RT, to correct for drift: 

𝑦∗ =  
𝑦∗𝑆

𝑦∗𝑅𝑇
 (4.17) 

where y*S and y*RT are the measured isotopologue abundances in each 

calibration standard and the RT.  

Quadratic calibration curves are then calculated by fitting the assigned 

isotopologue abundances, from Eqs. (4.13) to (4.16) as a function of the measured 

isotopologue abundances for each calibration standard. The calibration equations 

for each isotopologue are then applied to the uncalibrated sample air 

measurements (y*sam), to produce calibrated isotopologue abundances (y*cal): 

𝑦∗𝑐𝑎𝑙 = (𝛼 ∙ 𝑦∗𝑠𝑎𝑚
2) + (𝛽 ∙ 𝑦∗𝑠𝑎𝑚) + 𝛾 (4.18) 

The CO2 mole fraction is then just the sum of these calibrated isotopologue 

abundances. The final step for calculating δ13C, δ17O and δ18O, is to convert these 

calibrated isotopologue abundances to delta values on the VPDB-CO2 scale. This is 

done by first inverting Eqs. (4.14) to (4.16) to calculate the calibrated isotope 

ratios 13r, 17r and 18r, and then inverting Eq. (4.12) to calculate the delta values:  

δ∗
𝑉𝑃𝐷𝐵 = (

 ∗𝑟𝑐𝑎𝑙

 ∗𝑟𝑉𝐷𝑃𝐵
− 1) ∙ 1000 ‰ (4.19) 

where *rcal is the calibrated isotope ratio of each isotopologue in the sample 

measurement, *rVPDB is the standard isotope ratio on the VPDB-CO2 reference scale 

(Table 4.3), and δ*VPDB is the final air sample isotope delta value on the VPDB-CO2 

scale.  The introduced CMFD will not occur using this calibration method, thus a 

correction for this is not necessary. Δ17O is calculated using Eq. (4.8) and the 

δ17OVPDB and δ18OVPDB values calculated from Eq. (4.19).  

4.4.2 Sources of uncertainty in the calibrations 

4.4.2.1 Assigned values of calibration standards  

Two of the calibration standards (D251502 and D477509; Table 4.2) have the 

same assigned δ18O value of -3.04 ‰ on the VPDB-CO2 scale; however, when run 

on the TILDAS the analyser response for these two cylinders is consistently 
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different. From Eq. (4.9) (section 4.4.1.1) in the RM, the uncalibrated drift-

corrected measured values of δ18O in these two standards differ by 0.11 ‰; this 

discrepancy will then propagate through the calibration procedure leading to error 

in the final calibrated air measurements. Crucially, in the RM the residuals of the 

‘calibrated’ measured δ18O values from the assigned values in the calibration 

standards are used for the CMFD correction (Eq. (4.11); section 4.4.1.2). This 

difference in the measured values of the calibration standards could be due to an 

assignment issue, which δ18O is known to be susceptible to. D447509 was 

purchased, and assigned, at a different time to the other three standards therefore 

it is likely that this is the misassigned standard. To confirm this, the calibration 

standards need to be sent for reanalysis.  

Although the measured δ18O values are not directly used in the AM 

calibration, if this is an assignment issue then the AM will also be sensitive to this, 

as the assigned δ18O values are required in Eq. (4.12) to calculate the isotope ratios 

of each calibration standard. Again, this error would then propagate through the 

AM calibration procedure leading to uncertainty in the final calibrated sample air 

measurements. For both calibration methods, the δ17O value is unknown in the 

calibration standards and is instead calculated from the assigned δ18O values. 

Therefore, the uncertainty in the δ18O assignment is also present in the δ17O 

values.  

The calculation of δ17O from δ18O is also reliant on the assumption of mass 

dependent fractionation. Most fractionation processes in nature are 

thermodynamic or kinetic – both of which are mass-dependent, but mass 

independent fractionation from processes such as photolysis can cause small 

deviations from this mass dependent relationship. However, these deviations are 

typically < 1 ‰ (e.g. Miller, 2002), and thus negligible in this context (Griffith, 

2018). 

4.4.2.2 Unassigned reference tank   

The delta values of the isotopologues in the RT used in the calibrations has 

not been assigned, i.e., they are unknown. For the purposes of drift-correction in 

Eq. (4.9) of the RM and Eq. (4.17) of the AM, this is irrelevant. The AM calibration is 

independent of the RT, however, a key step in the RM of calibration is dependent 
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on the RT delta values of each isotopologue. As these values are not assigned, they 

have been assumed from the y-axis intercept of a linear fit of the assigned values of 

the four calibration standards against their measured values. As these linear 

regressions do not result in a perfect fit (Table 4.4), there is uncertainty in the δ*RT 

values used in the calibration, and therefore in the final calibrated air sample 

values, particularly due to the potential misassignment of one of the calibration 

standards previously discussed. Even a small change in this y-axis intercept can 

lead to much larger difference later in the calibration when converting to ‰ or per 

meg. 

Table 4.4. R2 values obtained from the linear regression of the assigned values of 
the calibration standards against the measured values. 

Isotopologue R2 

636 0.9987 
628 0.9998 
627 0.9989 

 

In Steur et al. (2021), their RT had been assigned on the VPDB-CO2 scale 

and they obtained a perfect fit from the linear regression; however they only 

performed a 2-point calibration. We have performed a 4 point calibration which, in 

theory, should provide a more robust calibration, but due to the RT not being 

assigned, the y-axis intercept is not anchored which leads to additional 

uncertainty. 

4.4.2.3 CO2 mole fraction dependence 

Although the CMFD introduced through the RM of calibration is corrected 

for, CMFD can also result from non-linearities in the relationship between the CO2 

mole fraction and the measured isotopologue abundances (Wen et al., 2013; Steur 

et al., 2021). This source of CMFD should be characterised through the 

measurement of a gas with known CO2, δ13C, δ17O and δ18O values which is then 

diluted back to different CO2 mole fractions. The CMFD can then be determined 

from the analysis of the linear fits of the measured isotopologue (y636, y628, y627) 

abundance as a function of the measured 626 abundance (Steur et al., 2021).  Such 

experiments have not been completed for the TILDAS at WAO, and as such this 

CMFD has not yet been characterised. In their experiments on the TILDAS, Steur et 
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al. (2021) found that non-linearities occurred for y636 and y627 but are only 

significant if the range of the measured CO2 mole fraction is greater than 100 ppm. 

For y628, however, even when the CO2 mole fraction range was much greater than 

100 ppm significant non-linearities were not observed and they concluded that the 

nonlinearities were below the range of detection in their experiments. At WAO, the 

observed CO2 mole fraction typically ranges between 410 and 490 ppm, therefore 

the CMFD resulting from non-linearities may not be significant; however, this is 

uncertain and experiments to characterise this CMFD should be undertaken in the 

future.  

4.4.2.4 Pressure anomaly 

As described in section 2.4.1, before injection into the TILDAS optical cell, 

the gas to be measured is held in an intermediate volume until it reaches a 

pressure of 270 torr, at which point it is then injected into the optical cell. The 

pressure in the intermediate volume is read by a pressure gauge and fed back to 

the computer, which makes a prediction to determine when to open the valve to 

allow the gas to inject into the cell. However, the TILDAS computer has been 

inconsistently lagging, meaning that the valve to allow injection was not always 

opening at the correct time. This then caused pressure spikes in the 

measurements, which thus affected the precision of the measurements. The key 

diagnostic for this is the ‘pressure anomaly’ which is the difference between the 

cell pressure of the sample gas and the RT gas, calculated as ((sample pressure/RT 

pressure)-1)*1000. For any data point, if the pressure anomaly fell outside the 

range of -2 to 1, this data were flagged. This pressure anomaly affects both the 

calibration gas measurements, and the sample air measurements. To solve this 

issue in the future, the TILDAS computer is being replaced.  

4.5 Comparison of calibration methods  

4.5.1 Calibrated ambient air measurements method comparison 

The calibrated δ13C, δ17O, δ18O and Δ17O values and CO2 mole fractions from the air 

measurements from September 2021 to October 2022 are displayed in Figure 
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4.5a-e for the AM calibration methods. The RM results are not displayed here as 

they are relatively close to those of the AM and would not be visible on the plots; 

Figure 4.5f-j show the differences between the calibrated delta values and CO2 

values between the RM and AM methods. In this section I focus only on the 

calibration methods themselves and the difference between the results.  

The average difference in the CO2 mole fraction between the AM and RM 

(AM-RM) over the entire time series is -0.066 ± 0.019 ppm, this is within the WMO 

compatibility goal of 0.1 ppm. The difference in the CO2 mole fraction between the 

two methods is not consistent, i.e., one method is not always higher than the other. 

Instead the AM produces a larger range of values than the RM with the values at 

the lower end of the observed range being lower and those at the higher end being 

higher than the RM results. At WAO, CO2 has been measured continuously, in situ, 

since 2008 using an Ultramat 6E NDIR analyser (Siemens Corp.) and is reported on 

the WMO-X2019 scale.  The average difference over the entire time series between 

the AM and the Siemens CO2 data is -0.157 ppm. The RM shows a better agreement 

with the Siemens CO2 data with an average difference of  -0.092 ppm.  
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Figure 4.5. (a) – (e) Time series data from the Aerodyne TILDAS at Weybourne from 14Sep2021 to 12Oct2022 with a data point every 4 min, 
using the AM for analyser calibration; the RM was not plotted here as the values are so close to those from the AM. All data are reported on the 
VPDB-CO2 scale. The large gap in the data from Dec2021 to Feb2022 was due to temperature control issues with the oasis chiller. (f) – (j) The 
difference in the isotope’s delta values and CO2 mole fraction calculated from the two different calibration methods (AM - RM), where the red 
line indicates the average difference over the entire time series and the shaded area represents the WMO compatibility goals
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The average difference in the δ13C value between the two calibration methods 

(AM-RM) over the entire time series is -0.062 ± 0.029 ‰. For δ13C the WMO 

compatibility goal is ± 0.01 ‰, the difference between the two methods is well 

outside of this, but is within the extended goal of ± 0.1 ‰. In general, the RM results 

have a larger range than the AM results, with the values at the lower end of the 

observed range being slightly lower and those at the higher end being higher. This is 

visible in Figure 4.5(i), where the difference between the two methods does not 

centre around zero, but instead is anti-correlated with the δ13C values in Figure 

4.5(d). The difference between the δ13C values from the two methods also displays a 

distinct diurnal and seasonal cycle (Figure 4.6), with a larger difference in the 

afternoon and during the summer. This diurnal and seasonal pattern is anti-

correlated with that of δ13C, which is lower overnight and during the autumn.  

 

Figure 4.6. (a) Monthly and (b) hourly means of the difference in the δ13C values 
from the AM and RM calibrations (AM-RM). Shading indicates 95% confidence 
intervals on the means. Note, the monthly means for December-February have been 
excluded due to the gap in the time-series.  

The difference between the two calibrated time series for δ13C is not only anti-

correlated with the δ13C time series, but is also correlated with the CO2 mole fraction 

time series (Figure 4.7). The differences between the two calibration method values 

for δ13C are smaller between ~435 – 445 ppm, and then diverge again outside this 

range i.e., for values below 440 ppm the RM results are lower than those from the AM 

with the converse being true above a CO2 mole fraction of ~440 ppm. This 

relationship between the difference between the calibration methods and the CO2 

mole fraction implies that the CMFD has not been fully corrected for in the RM, and 

would explain the seasonal and diurnal pattern in the difference – as CO2 mole 
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fractions are higher over the autumn/winter months and overnight. Due to the 

sources of uncertainty in the calibrations discussed in section 4.4.2, particularly the 

unassigned RT and CMFD of the RM, it is therefore more likely that the AM values are 

reliable than the RM values   

 

Figure 4.7.  Difference between the AM and RM calibrated δ13C values, illustrating a 
quadratic dependence with CO2 mole fraction (with AM calibration).  

The average difference in the δ17O values between the two calibration 

methods (AM-RM) over the entire time series is 0.010 ± 0.003 ‰, this is the same as 

our compatibility goal; however, due to the seasonality in the difference, a large 

period of the time series during the spring and summer is not within this goal Figure 

4.5(h). For δ18O the average difference is 0.020 ± 0.006 ‰, which is well within the 

WMO compatibility goal of 0.05 ‰. Unlike the difference between the δ13C values for 

each calibration method, the AM results are consistently higher than the RM results 

for both δ17O and δ18O. Again, for δ17O and δ18O, there is a correlation between the 

difference in the values between the two calibration methods and the CO2 mole 

fraction; however, for both of these species the differences are more closely 

correlated with the measured values of the species themselves (Figure 4.8) with a 

larger difference in the values produced between the two calibration methods when 

the observed value is higher. This relationship is also demonstrated in Figure 4.5, 
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where the seasonal peak in values for both δ17O and δ18O is during May/June, 

whereas for CO2 this is during March. 

The average difference in the Δ17O value between the two calibration methods 

(AM-RM) over the entire time series is -0.17 ± 0.59 per meg, and is generally centred 

around zero (with the exception of some excursions, to be discussed). The magnitude 

of the difference between the two methods, in the context of the accuracy required for 

scientifically useful observations will be discussed in section 4.6. As with δ13C, the 

difference between the two methods exhibits a quadratic dependence on the CO2 

mole fraction (Figure 4.9a), with the difference initially decreasing as the CO2 mole 

fraction increases until ~440 ppm and then decreasing.  

 

Figure 4.8. (a) δ18O calibration method differences and AM calibrated CO2 mole 
fraction, with a linear relationship shown in red. (b) δ18O calibration method 
differences and AM calibrated δ18O values, with a linear relationship shown in red. (c) 
δ17O calibration method differences and AM calibrated CO2 mole fraction, with a 
quadratic relationship shown in red. (d) δ17O calibration method differences and AM 
calibrated δ17O values, with a linear relationship shown in red. 
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Figure 4.9. (a) Δ17O calibration method differences and AM calibrated CO2 mole 
fraction, with a quadratic relationship shown in red. (b) Δ17O calibration method 
differences and AM calibrated Δ17O values, with a linear relationship shown in red.  

The large excursions from the zero line seen in Figure 4.5f all occur during 

periods of high CO2 (e.g. Figure 4.10), again this is indicating a problem with the 

CMFD correction applied to the RM, likely due to the unassigned RT as discussed in 

section 4.4.2.  

 

Figure 4.10. (a) Δ17O and (b) CO2 mole fraction time-series calibrated using the AM 
and (c) Δ17O and (d) CO2 mole fraction difference between the calibration methods 
(AM – RM) from 15Mar2022 – 03Apr2022. 

Overall, there are differences between the two calibration methods which, 

with the exception of δ13C, fall within the compatibility goals for each species; 

however, there are distinct seasonal cycles and dependence on CO2 mole fraction of 
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these differences. Due to the unassigned reference tank causing large uncertainties in 

the RM calibration for CMFD correction it is likely that this is the cause of these 

differences between the methods. For this reason, I will only present the AM 

calibrated data in section 4.6.  

4.5.2 Target tank  

As the signals in the isotopic composition of CO2 are very small, it is crucial to assess 

the TILDAS’s precision over time. It is particularly important to assess the precision 

and accuracy of both the δ18O and δ17O measurements over time, as Δ17O is calculated 

from these values. The World Meteorological Organization (WMO) Global 

Atmospheric Watch (GAW) strongly recommend the regular analyses of a ‘target 

tank’ (TT) to estimate measurement system performance, even if this measurement 

does not cover all sources of uncertainty (Crotwell et al., 2020). The TT cylinder was 

run 12 times in the period between 03Aug2022 and 11Oct2022, all calibrated using 

the 21Jun2022 calibration. For the first 7 runs the TT was measured on the TILDAS 

for 1 hour. For the final 4 runs measurement time was increased to 5 hours, to see if 

this improved the TT results. The TT was measured in the same way as the 

calibration gases, where flow through the TILDAS was alternated with the RT every 2 

minutes, resulting in one drift-correct TT measurement every 4 minutes. For the 1 

hour runs, the first 4 minutes were removed to account for the cell sweepout time. 

For the 5 hour runs, between 44 and 68 minutes were removed at the start of each 

run due to drifting values in the first half of the run. Additionally, some of the 4 

minute data points within each run were filtered out due to spiking in the pressure 

anomaly, as discussed in section 4.4.2.3. Therefore, for the 1 hour and 5 hour runs, 

the actual length of data used in the calculation of the TT measured value was 

variable. The number of 4 minute points used in the calculation of the average of each 

TT run are given in Table 4.5. 
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Table 4.5. The number of 4 minute data points used in the calculation of the average 
of each TT run.  

Date of TT run No. of points used  
03Aug2022 12 
04Aug2022 11 
08Aug2022 14 
10Aug2022 14 
11Aug2022 15 
15Aug2022 14 
17Aug2022 13 
22Aug2022 13 
05Sep2022 13 
19Sep2022 71 
16Sep2022 68 
04Oct2022 48 
11Oct2022 72 

 

In order to assess the precision of the delta value measurements a TT with 

unknown delta values was measured repeatedly on the TILDAS to assess the 

‘repeatability’ of the measurements over time, as well as the difference between the 

two calibration methodologies. Repeatability is defined as the closeness of agreement 

between results of successive measurements of the same measure carried out under 

the same conditions, and is considered as a proxy for the precision of a measurement 

system (Crotwell et al., 2020). Therefore, I calculated the repeatability as the mean ± 

1σ standard deviations of the average of two consecutive data points within the same 

run of the TT. I deliberately only used two data points to calculate each standard 

deviation to more closely mimic in-situ continuous measurements where one can 

only measure an outside air sample once at any given time (whereas when measuring 

air from a cylinder, in principle we could measure it multiple times and expect to get a 

smaller standard deviation).  The results are then compared to the WMO/GAW 

repeatability goals, which are assumed to be half of the WMO/GAW ‘compatibility 

goals’, where compatibility refers to the acceptable level of agreement between two 

laboratories when measuring the same air sample (Crotwell et al., 2020). 

Compatibility is often used as a measurement of the accuracy of a 

measurement system (Crotwell et al., 2020). As the delta values of the TT have not 

been assigned on the VPDB-CO2 scale, I cannot calculate how far the measured values 

are from the assigned values; however, the compatibility goals can be used to assess 

the drift in the measured TT delta values over time. The δ13C network compatibility 
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goal is 0.01 per mil, with an extended goal of ± 0.1 ‰; the δ18O goal is ± 0.05 ‰, with 

an extended goal of ± 0.1 ‰.  There are no established goals for δ17O or Δ17O, but my 

research group has set out goals of ± 0.01 ‰ for δ17O and ± 10 per meg for Δ17O, 

aimed at obtaining scientifically useful data based on anticipated natural spatial and 

temporal variability (Koren et al., 2019).  

The δ13C, δ17O, δ18O and Δ17O values obtained for the TT for each calibration 

method are displayed in Figure 4.11. When considering the results in the following 

sections, it is important to note that many background station measurements 

continue to show persistent offsets that are much larger than those stipulated by the 

WMO/GAW network goals (Crotwell et al., 2020), demonstrating that these goals are 

very challenging and the measurement community struggles to routinely meet them.  

Table 4.6 presents the repeatability results for the 1 and 5 hour TT runs for 

each delta value. For each delta value, the repeatability of the measurements is worse 

for the 5 hour runs than the 1 hour runs. This is predominantly due to an outlying run 

within the 5 hour runs; Figure 4.12, as an example, shows the average repeatability of 

each TT run which were used to calculate the RM δ13C values in Table 4.6, the TT on 

04Oct2022 has a much larger average and SD than each of the other runs. The 

04Oct2022 TT was run for 5 hours, but only 48 out of the 75 4 minute points were 

retained for the final calculation after removing the cell sweepout time and filtering 

for pressure anomaly spikes. The large number of filtered points during this run 

indicates that the pressure anomaly spikes were particularly frequent thus affecting 

the general precision of the instrument. However, in general, running the TT for a 

longer period of time did not improve the repeatability. The repeatability is slightly 

worse for the AM than the RM for all of the isotope’s delta values, for Δ17O the 

repeatability of the RM is slightly better than the AM when running the TT for 5 hours 

(a 0.012 per meg difference). For each method the only delta value within the 

WMO/GAW repeatability goal is δ18O; δ13C is within the extended goal. If we were to 

apply the WMO/GAW extended goal to δ17O, both methods would be within this goal. 

The repeatability obtained for Δ17O on the TILDAS analyser is far outside of the goal, 

but closer to the ‘extended goal’ for measurement precision of ± 10 per meg that 

Hofmann et al. (2017) reported would be required to capture seasonal variations and 

for Δ17O to be useful as a tracer for GPP. It is again worth noting that these goals are 

very challenging, and that it is expected that after the TILDAS computer is replaced 
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and the other sources of uncertainty in the calibrations (section 4.4.2) are resolved, 

that the repeatability of these measurements will improve. 

 

Figure 4.11. δ13C, δ17O, δ18O, and Δ17O values from repeated measurement of the TT, 
calibrated using the RM (red) and AM (blue). Error bars indicate ± 1 σ SD. Dashed 
lines indicate average values for the RM (red) and AM (blue).  Before 19Sep22 TT 
runs were 1 hour, after this they were 5 hours. Note the different units for Δ17O, 
where 1 ‰ equals 1000 per meg. 
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Table 4.6. Repeatability of each isotope’s delta value for the TILDAS, for ‘1 hour’ and 
‘5 hour’ runs 

 δ13C (‰) δ17O (‰)d δ18O (‰) Δ17O               
(per meg)d 

1 hr 5 hr 1 hr 5 hr 1 hr 5 hr 1 hr 5 hr 
RM 
repeatabilitya 

±0.016 
±0.008 

±0.025 
±0.015 

±0.017 
±0.001 

±0.023 
±0.007 

±0.016 
±0.009 

±0.022 
±0.007 

±13.98 
±5.54 

±17.52 
±0.43 

AM 
repeatabilitya 

±0.017 
±0.008 

±0.027  
±0.019 

±0.018 
±0.007 

±0.023 
±0.007 

±0.017 
±0.009 

±0.023 
±0.010 

±14.09 
±5.58 

±17.64 
±0.043 

WMO/GAW 
goalb  

±0.005 
 

±0.005 ±0.025 
 

±5 

‘Extended 
goal’c 

±0.05 ±0.05 ±0.05 ±10 

a Values are calculated using the method in Kozlova and Manning (2009) and Pickers et al. 
(2017). Mean ± 1σ standard deviations of the average of two consecutive data point 
measurements within each run of the TT. Uncertainties are given on these mean standard 
deviations, illustrating that the analytical repeatability is variable over time. 
b  The repeatability of a measurement should be at most half of the value of the WMO/GAW 
compatibility goal. WMO/GAW’s compatibility goals are the scientifically desirable level of  
for measurements of well-mixed background air. 
c  ‘Extended goals’ are also provided by WMO/GAW as guidelines for studies in which the 
more stringent goals are not required (Crotwell et al., 2020).  
d WMO/GAW do not provide goals for δ17O or Δ17O. The values listed are the goals my 
research group has set themselves based on obtaining scientifically useful data based on 
anticipated natural spatial and temporal variability.  
 
 

 

 

Figure 4.12. RM δ13C repeatability values obtained for each TT run (± 1 σ SD). Blue 
points are 1 hour runs and green pints are 5 hour runs. The grey shading indicates 
the WMO/GAW extended compatibility goals.  
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Table 4.7 presents the average values for each species over all the TT runs, as 

well as the average difference between the two calibration methods. The average 

difference between the two methods has a very low standard deviation, again this is 

due to the same calibration being used over the entire time period.  

Although the compatibility cannot be directly calculated, as the isotope delta 

values of the TT are unknown, the range of the TT results (Table 4.7) are far outside 

of the WMO compatibility goals of ± 0.01 ‰ for δ13C and ± 0.05 ‰ for δ18O. However, 

in the last WMO round robin large discrepancies were observed among laboratories 

of up to 0.09 ‰ and 0.4 ‰ for δ13C and δ18O, respectively (Crotwell et al., 2020), 

demonstrating the challenge of routinely meeting these goals. The ranges of δ17O and 

Δ17O are also outside the goals set out by my research group of ± 0.01 ‰ and 10 per 

meg, respectively, although δ17O is within the extended goal. As the range of values 

obtained for Δ17O are far outside the goals, the variability in the results implies that 

the compatibility goals would not be met. As a caveat to this, it is likely that the 

analyser performance is being impaired by the pressure anomaly spikes, even after 

filtering, and the performance should improve once the computer is swapped out, 

with further improvement if the sources of uncertainty in the calibrations are 

resolved.  

Table 4.7. Average (± 1σ SD) and range of values for each isotope’s delta value 
measured by the TILDAS for the unknown cylinder.  

 δ13C (‰) δ17O (‰) δ18O (‰) Δ17O  
(per meg) 

Compatibility 
goal 

±0.01 ±0.01 ±0.05 ±10 

RM 
avg. 

-8.937 
±0.021 

-4.620 
±0.035 

-8.519  
±0.049 

-157.40 
±20.97 

RM range 0.08  0.11 0.14 67.35 
AM avg. -8.990 

±0.020 
-4.645 
±0.035 

-8.568  
±0.049 

-156.15 
±21.13 

AM range 0.07 0.12 0.14 67.86 
Average 
difference 
(RM – AM) 

0.054 
±0.001 

0.024 
±0.000 

0.049    
±0.004 

-1.25    
±0.16 
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4.6 Seasonal amplitudes  

In order to put the differences between calibration methods and precisions of the 

TILDAS discussed in the previous sections into context, the seasonal cycles of each 

isotope’s delta values were calculated. The data were averaged to hourly values, and 

can be seen in black in Figure 4.13. For analysis of the seasonal amplitudes, the 

atmospheric background of each isotope’s delta values was calculated. Due to 

measurement gaps in both the TILDAS and radon analysers, using the radon method I 

present in Chapter 3 a background could only be produced for 4 months; therefore, 

backgrounds for each isotope’s delta values were calculated using rfbaseline. A full 

description of the rfbaseline method for calculation of backgrounds can be found in 

section 3.4.1.1. In brief, rfbaseline was developed by Ruckstuhl et al. (2012) and can 

be implemented using the ‘rfbaseline’ function from the ‘IDPmisc’ package in R 

(Ruckstuhl et al., 2020). This function uses a statistical approach, based on local 

regression of the time series, over a moving time window. As smoothing window (or 

span) equivalent to approximately 4 weeks was used for each species, with a B value 

of 0.4 for δ13C and 4 for the other three isotope’s delta values. For Δ17O an additional 

background with a smoothing window of approximately 8 weeks, to increase the 

stiffness of the background so that the fit is more representative of the seasonal 

variability, was also produced. These backgrounds are also displayed in Figure 4.13. 

Using these background values, the monthly average signal for each isotope’s delta 

values was then calculated (Figure 4.14). 
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Figure 4.13. Hourly averaged data calibrated using the AM for (a) Δ17O, (b) δ18O, (c) 
δ17O, and (d) δ13C. The red lines indicate the background as calculated using 
rfbaseline. The blue line in (a) indicates an alternate background for Δ17O using a 
stiffer rfbaseline fit. Note the different units for Δ17O, where 1 ‰ equals 1000 per 
meg. 
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Figure 4.14. Average monthly background values of (a) Δ17O, (b) δ18O, (c) δ17O, and 
(d) δ13C. The red lines display the background average across all months. Note the 
different units for Δ17O, where 1 ‰ equals 1000 per meg. The background average 
for the 2 months smoothing of Δ17O has not been plotted as it sits on top of the 1 
month smoothing average on this scale. 
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The monthly average δ13C value is highest in August and lowest in February, 

with a peak-to-peak amplitude of 0.81 ‰ and an average signal of -8.61 ± 0.26 ‰ 

(Figure 4.14d).  In section 4.5.2 when comparing the two calibration methods, the 

average difference was -0.062 ± 0.029 ‰, or 7 % of the seasonal amplitude. The 

repeatability calculated for the AM (1 hour runs) was ± 0.017 ± 0.008 ‰ , or 2.10 % 

of the seasonal amplitude; thus, the signal-to-noise ratio here is large. The seasonal 

cycle of δ13C is driven by the net uptake of carbon during the growing season 

increasing δ13C and net release of δ13C during the winter, and the timings of the peaks 

in δ13C in Figure 4.14d align with this process.  

The monthly average δ17O is highest in May and lowest in December, with a 

peak-to peak seasonal amplitude of 0.90 ‰ and with an average signal of -0.12 ± 0.27 

‰. In section 4.5.2 when comparing the two calibration methods, the average 

difference between the two calibration methods was 0.010 ± 0.003  ‰, or 1.11 % of 

the seasonal amplitude; therefore, even though the calibration methods differ, this 

difference is small in the context of the signals being investigated. The repeatability 

calculated for the AM (1 hour runs) was ± 0.017 ± 0.009 ‰, or 1.89 % of the seasonal 

amplitude; again, the seasonal cycle is clearly visible with a high signal-to-noise ratio.  

The monthly average δ18O is highest in May and lowest in December, with a 

peak-to-peak seasonal amplitude of 1.58 ‰. In section 4.5.2 when comparing the two 

calibration methods, the average difference between them was  0.020 ± 0.006 ‰, or 

1.3 % of the seasonal amplitude; as with δ17O, the difference between the methods is 

small compared to the magnitude of the seasonal cycle. In terms of repeatability from 

the TT measurements, δ18O was within the goal with a value of ± 0.017 ± 0.009 ‰, 

which is equivalent to 1.08 % of the seasonal cycle. In the northern hemisphere, 

exchange with the terrestrial biosphere dominates the signal δ18O, with isotopic 

exchange with leaf-water during photosynthesis enriching the δ17O and δ18O content 

of CO2 released from plants (Cuntz et al., 2003). Thus, the peak in these isotope’s delta 

values observed in May is consistent with this.   

When using a smoothing window of 1 month to calculate the background, Δ17O 

is highest in June and lowest in December, with a peak-to-peak seasonal amplitude of 

94.71 per meg. In section 4.5.2 when comparing the two calibration methods, there 

was an average difference of -0.17 ± 0.59 per meg, or 0.17 % of the seasonal 

amplitude; thus, indicating that even though the calibration methods differ, this 

difference is far smaller than the signals being investigated. The repeatability of the 
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Δ17O measurements for the AM calibration method is ±14.09 ± 5.58 ‰ (1 hour runs), 

or 14.88 % of the calculated seasonal amplitude; this smaller signal-to-noise ratio 

may hinder the use of these observations for useful scientific interpretation, 

nevertheless, the signal of the seasonal cycle is clearly distinguishable above the noise 

of the data. Additionally, there is a lot of variation within the TT results for Δ17O, with 

large changes between neighbouring runs (Figure 4.11). Although the TT was not run 

for the entire period for which I have presented observations, the variability in the 

measured values of the TT mean that the TILDAS observations may also be subject to 

this short-term variability caused by the analyser itself; thus, some of the short-term 

variability of the signal observed in the Δ17O time series may not be ‘real’. For this 

reason, I ran the rfbaseline function on Δ17O with a 2 month smoothing window, to 

create a ‘stiffer’ background which is less influenced by short-term variations. With 

the longer smoothing window, Δ17O is still highest in June, and lowest in December, 

but the peak-to-peak seasonal amplitude reduced to 51.38 per meg. Again, the 

repeatability of the Δ17O measurements for the AM calibration method is ± 14.09 ± 

5.58 ‰ (1 hour runs), which in this case is 27.42 % of the seasonal amplitude.  

In terms of comparison to values from the published literature, the available 

observational data on the Δ17O composition of tropospheric CO2 is limited. The first 

published high precision data was from Barkan and Luz (2012) from a limited set of 

flask samples in Spring 2012 in Jerusalem, Israel; from these samples they found an 

average Δ17O signal of +37 ± 9 per meg (VSMOW scale, λRL = 0.5229). Thiemens et al. 

(2014) report a decadal record of Δ17O from flask samples in La Jolla, California, USA, 

they observed a mean Δ17O signal of +30 ± 40 per meg (SMOW scale, λRL = 0.5229). 

Further, Liang and Mahata (2015) observed an average Δ17O signature of  +60 ± 40 

per meg (VSMOW scale, λRL = 0.5229), from flask samples in Taiwan. Finally, Hofmann 

et al. (2017) reported an observed average Δ17O value of -20 ± 50 per meg (VSMOW 

scale, λRL = 0.5229), from a year’s worth of two-weekly samples from Go ttingen, 

Germany, which is at a similar latitude to WAO (location displayed in Figure 4.15). 

Between these values from the literature there is variability between different 

sampling locations and a large SD on the reported values. From the Δ17O values 

calculated for WAO (Figure 4.14), I calculated an average background value (with 2 

months smoothing) of -6.9 ± 15.7 per meg (VPDB-CO2 scale, λRL = 0.5229) and an 

average for all of the data of -21.5 ± 31.6 per meg. Although these values can’t be 
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directly compared to the values quoted above due to the differing reporting scales, 

there is good agreement in the general magnitude and SD of the average signal. 

The seasonal cycle of Δ17O in atmospheric CO2 has been modelled by Koren et 

al. (2019) using a global 3D simulation. In this study they calculated a northern 

hemispheric seasonal cycle peak-to-peak amplitude of 15.7 per meg. The seasonal 

amplitude calculated from the TILDAS data is a factor of three larger than this when 

using the smaller result from the 2 month smoothing window. However, the Δ17O 

signature and cycle was found to be variable with the hemisphere; Koren et al. (2019) 

also modelled Δ17O the global peak-to-peak seasonal amplitude (Figure 4.15). From 

this global simulation the peak-to-peak amplitude at WAO is around 20 per meg, 

compared to our observed amplitude of 51.4 per meg. Hofmann et al. (2017) 

presented a comparison of their observed Δ17O values compared to 3D simulated 

atmospheric Δ17O values, for Go ttingen, Germany, which is at a similar latitude to 

WAO, and also reported the modelled amplitude to be around a factor of three 

smaller than observed, which indicates that the amplitude observed at WAO is 

reasonable, even with the disagreement from the simulated values.  

 
Figure 4.15. Simulated Δ17O peak-to-peak seasonal amplitude for the lowest 500 m of 
the atmosphere from TM5 model predictions. Locations for which published 
measurements of ∆17O in CO2 exist are indicated with red symbols. Figure taken from 
Koren et al. (2019). 
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4.7 Conclusions 

A year long time-series of δ13C, δ18O and  δ17O in tropospheric CO2 from WAO 

using an Aerodyne TILDAS analyser has been presented, and Δ17O calculated from 

these measurements. The differences between two calibration methods used in 

isotopologue research were assessed and the potential sources of uncertainty in these 

calibrations were discussed. The performance of the TILDAS analyser was then 

evaluated in the context of the WMO/GAW goals and in the context of the signals 

observed in the time-series. 

When comparing the AM and RM methods of calibration, I found small 

differences between the results, with an average difference over the entire time-

series of -0.07 ± 0.02 ppm for CO2, -0.06 ± 0.03 ‰ for δ13C, 0.02 ± 0.01 ‰ for δ18O , 

0.01 ± 0.00 ‰ for δ17O, and -0.17 ± 0.59 per meg for Δ17O. This difference is likely 

caused by the CMFD not being fully corrected for when calibrating using the RM 

method due to the unassigned RT values. Additional sources of uncertainty between 

the methods of calibration included unassigned δ17O values for all of the calibration 

standards, uncertainty in the assigned δ18O value of one of the calibration standards, 

and anomalous pressure spiking when switching between the RT and sample gas. 

From repeated measurements of a TT, I found the repeatability of the δ13C and 

δ18O measurements to be well within the WMO/GAW extended goal of ± 0.05 ‰, 

with very similar values obtained for both calibration methods. Additionally, δ17O is 

well within the goal set out by my research group. The repeatability of the Δ17O 

measurements for both calibration methods is outside of the goal but within the 

wider goal needed to assess seasonal variations and for Δ17O to be useful as a tracer 

for GPP. Additionally, these results would be expected to improve with the resolution 

of the main calibration method uncertainties. 

In the context of the seasonal amplitude of the signal in the delta values and 

Δ17O, neither the difference between the calibration methods nor the repeatability of 

the measurements mask this. Additionally, the Δ17O seasonal signal observed at WAO 

is comparable to the one seen in Go ttingen by Koren et al. (2019). 

With an extended time-series and resolution of uncertainties, the 

measurements of δ13C, δ18O, and δ17O can be used to further increase understanding 

of the global Δ17O budget of tropospheric CO2. 
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4.7.1 Future work 

The measurements presented in this chapter from the TILDAS have been 

shown to be precise enough to resolve seasonal changes in δ13C, δ18O, δ17O and Δ17O; 

however, there are a number of uncertainties that need to be resolved to further 

improve these measurements: 

• Replacement of the instrument’s computer to stop the anomalous pressure 

spikes when switching between the RT and sample air. 

• Assignment of the RT CO2, δ13C, δ17O and δ18O values, which will improve 

the CMFD correction for the RM.  

• Assignment of δ17O values for all of the calibration cylinders. 

• Re-assignment of the δ18O value of one of the calibration standards. 

• Experiments to characterise the CMFD should be undertaken. 

• Continued in situ measurements to examine analyser performance. 

Additionally, continued measurements of these isotopologues at WAO over 

multiple years will allow for the assessment of long-term trends in the time series to 

increase understanding of the Δ17O budget of tropospheric CO2 and to constrain GPP. 
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5.1 High-precision atmospheric O2 measurements using a Picarro 

G2207-i 

High-precision measurement of atmospheric O2, together with concurrent 

CO2 measurement, provides valuable insight into many carbon cycle processes, 

mechanisms, and fluxes. Despite their value, however, only a very small 

community of researchers carry out atmospheric O2 measurements. The main 

reason why this research community is so small is because high-precision O2 

measurements are technically very challenging. With this in mind, I have examined 

the potential of the Picarro G2207-i O2 analyser for high precision measurement. 

Picarro analysers typically have two key advantages over many other analysers: 

(1) long-term baseline stability, which significantly reduces consumption of 

calibration and reference gases (a key logistical and financial challenge in all 

atmospheric greenhouse gas (GHG) measurement applications); and (2) built-in 

correction of water vapour influences on both the spectroscopic measurement and 

the mole fraction dilution of the gas species of interest. The latter property means 

that air samples do not need to be dried prior to analysis (or sometimes partial 

drying is sufficient), a key advantage in GHG measurement, where water vapour 

can cause numerous problems and can result in significant downtime for in-situ 

measurement systems. In addition to these two key advantages, Picarro analysers 

also incorporate built-in, very stable temperature and pressure regulation, 

assisting high-precision measurement.  

When measuring a suite of cylinders of air with known δ(O2/N2) values 

within the typical range of ambient air, the average difference between the G2207-i 

and the declared values was 3.4 ± 2.5 per meg, which is slightly greater than the 

United Nations World Meteorological Organization Global Atmosphere Watch (UN 

WMO/GAW) programme’s compatibility goal of ± 2 per meg but does fall within 

the extended goal of ± 10 per meg, and is similar to what can be achieved by the 

Sable Systems ‘Oxzilla II’ O2 analyser currently employed at the Weybourne 

Atmospheric Observatory (WAO), Norfolk, UK. 

Disappointingly, however, the built-in water-correction of the G2207-i does 

not perform as intended. During in situ tests of the G2207-i analyser at WAO, with 

both no drying and partial drying (fridge only) of the sample air there were very 

large differences between the values measured by the Picarro and that of the 
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existing Oxzilla system. An average difference of 850 ± 31 per meg for no drying 

and -613 ± 32 per meg for partial drying was found. The δ(O2/N2) values reported 

by the G2207-i were highly correlated with the reported water vapour, suggesting 

that a revised water correction procedure might significantly improve these 

results. 

With full drying of sample air (< 1 ppm H2O content), the in situ 

performance of the G2207-i was much improved. But when measuring completely 

dried air, the G2207-i overestimates the required water correction. The average 

difference between the Oxzilla and the water-corrected values was 22.6 ± 7.4 per 

meg compared to 13.6 ± 7.5 per meg for the uncorrected values. Thus, the non-

water corrected values should be used in this case.  

The use of a ‘reference tank’ (RT) to reduce the impact of drift in the 

analyser baseline is necessary. We found that the long-term (several days) 

analyser baseline was very stable, however on shorter timeframes (tens of minutes 

to a few hours), the baseline was more variable, compromising the precision of 

measurements. The average difference between the Oxzilla system and the G2207-

i when measuring completely dried ambient air at WAO and employing an RT 

(every 5 hours) was 13.6 ± 7.5 per meg. From measurement of a quality control 

cylinder referred to as a ‘target tank’ (TT; every ~11 hours during the in situ WAO 

measurement period), the repeatability of the G2207-i was calculated to be ± 5.7 ± 

5.6 per meg, just outside of the WMO/GAW extended repeatability goal of ± 5 per 

meg, and compared to ± 2.2 ± 2.0 per meg for the Oxzilla. The compatibility of the 

G2207-i, also from TT measurements, was calculated to be ± 10.0 ± 6.7 per meg, 

within the extended WMO/GAW compatibility goal of ± 10 per meg, compared to ± 

3.0 ± 2.6 per meg for the Oxzilla. 

I also investigated the use of the G2207-i in a recently developed 

application at UEA of quantifying fossil fuel CO2 (ffCO2) using atmospheric O2 

measurements. The G2207-i found higher ffCO2 values than the Oxzilla, with a 

greater uncertainty of ± 13.0 ppm, which was roughly double that from the Oxzilla 

(± 5.8 ppm). The larger uncertainty of the G2207-i results is predominantly due to 

measurement uncertainty. Unless it is developed further, the G2207-i may only be 

suitable for ffCO2 applications with large CO2 signals, due to the high noise-to-

signal ratio. 
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5.1.1 Future work 

Although the G2207-i was found to not be sufficiently precise and accurate for 

highly demanding atmospheric O2 applications, there is definitely potential for 

future development and improvement, such as:  

• Improvement to the short-term baseline drift of the G2207-i, either by 

improving the stability of the analyser itself, or via more frequent use of 

an RT. In this thesis, I only explored an RT frequency of once every 5 

hours, but this could conceivably be much faster. Other high-precision 

O2 analysers introduce RT analyses much more frequently to correct for 

baseline drift, for example, every 2 seconds, in the case of the vacuum 

ultraviolet analyser, which is the most precise atmospheric O2 analyser 

presently available. 

• Improvement of the built-in water correction procedure of the G2207-i 

to allow for fewer drying requirements of sample air. The high 

correlation between the reported O2 and water vapour measurements 

implies that there is significant potential for improvement to this 

correction procedure. 

5.2 Radon-222 as a tracer for maritime background air masses 

‘Background’ air masses are well-mixed air masses that contain constituent 

gas species at mole fractions that can be considered representative of regional or 

hemispheric background value due to having little influence from localised sources 

of the constituent species. To accurately assess long-term natural and 

anthropogenic emissions influences and short-term pollution events on the 

atmosphere, it is first necessary to identify these background atmospheric 

conditions. Defining of a background is therefore critical for many GHG 

applications, yet this is challenging and within the atmospheric research 

community there is no universally established methodology. I have developed a 

novel method for calculating a ‘regional maritime background’ (RMB) using 

measurements of radon-222 at WAO, and tested it on six atmospheric gas species 

that are of interest in atmospheric research: CO2, O2, hydrogen (H2), methane 

(CH4), carbon monoxide (CO), and nitrous oxide (N2O). The radon method involves 
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selecting radon activity concentration ‘thresholds’ that would filter out air masses 

with recent terrestrial influence. Any months where there were not many air 

masses arriving at WAO with radon activity concentrations below the set threshold 

were flagged for ‘potential terrestrial influence’ and further investigated. 

The resulting backgrounds were then compared to those from a number of 

existing methods. Two modelled backgrounds were used for comparison: one 

calculated from the Met office’s Numerical Atmospheric Modelling Environment 

(NAME), a dispersion model, and one using the Stochastic Time-Inverted 

Lagrangian Transport (STILT) back trajectory model. The radon results were also 

compared to a background derived from meteorological and statistical filtering 

(MET), and a purely statistical method called Robust Extraction of Baseline Signal 

(REBS). 

I found that the use of lower radon thresholds reduces the terrestrial 

influence on an air mass but also reduces the number of observations available for 

the background calculation. Therefore, a balance needs to be found between 

obtaining enough data to represent the RMB and avoiding the adverse effects of 

terrestrial influences. At WAO, of the thresholds investigated, 200 mBq m-3 

provided the least terrestrial influence while still providing a suitable number of 

observations to define the background. During the measurement period analysed, 

over the winter the predominant wind direction at WAO is SE, with few 

observations from the direction of the North Sea; therefore, WAO does not 

experience as many air masses representative of a RMB. The implication of this is 

that the radon-based RMB calculation method may be less successful during the 

winter; however, in comparison to other methodologies, I did not find the RMB 

method to be any worse over winter. RMB calculated from radon during months 

which were flagged for potential terrestrial influence were not more dissimilar 

from the other methodologies than the non-flagged months. For example, for CO2 

the difference between the NAME and radon methods during non-flagged months 

was 1.0 ± 0.9 ppm, and 1.0 ± 0.9 ppm for flagged months; this was similar for 

comparison with the other methodologies. This indicates that even during the 

months where WAO is experiencing fewer air masses from the maritime sector, the 

thresholds used in the radon method are appropriately filtering the time series. I 

also found that it is crucial to manually check the underlying data used in the 
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calculation of radon RMB’s, as gaps in the datasets mean that an estimate may be 

produced from only one value which can significantly bias the monthly estimate. 

In comparison to pre-existing background calculation methodologies the 

differences from the radon background were generally small with some variability 

depending on the processes involved in a given species’ source and sink 

mechanisms. Other findings include: 

• For CO2 and O2, and H2, with large seasonal differences in sources and 

sinks, the differences between RMB and REBS were predominantly due 

to the statistical nature of the REBS method assigning these localised 

fluxes to the background component. 

• For all gas species examined, the offset in the difference between the 

REBS and radon methodologies could be corrected for by ‘tweaking’ the 

input parameters used in REBS. However, if one were to only use REBS, 

these offsets would not be known about. 

• Generally, the agreement between the NAME and radon methods was 

good, particularly as the NAME background was calculated using data 

from Mace Head (MHD), Ireland which is located on the west coast of 

Ireland, receiving predominantly maritime air masses from the North 

Atlantic Ocean with very little, if any, terrestrial or pollution sources or 

sinks, and thus is a good site for determining background signals.  

• For H2 there were larger disagreements between the NAME and radon 

methods, with an average difference of is 12.0 ± 4.2 ppb, likely due to 

the strong latitudinal meaning that a background measured at MHD 

would not be suitable for WAO. Interestingly, however, this was not the 

case for CO, which also displays strong latitudinal gradients, with an 

average difference of -0.4 ± 3.9 ppb. 

• The agreement between the NAME and radon backgrounds indicates 

that radon could be used to validate NAME modelled backgrounds.  

5.2.1 Future work 

The use of radon was demonstrated as a suitable method for calculation of a 

monthly RMB at WAO, but there is research that can be conducted to further 

improve this methodology, including: 
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• My analysis should be repeated for non-coastal sites, such as mid-

continental and mountain sites, which will present different challenges. 

• The use of air quality parameters to screen out maritime emissions 

should be investigated as I have assumed that there are no emissions, of 

the gas species being investigated, over the ocean. Using the lowest 

percentage of mole fraction values may account for this, but the use of 

air quality parameters could confirm this. 

• The methodology used to calculate the radon RMB can be further 

developed to reduce the subjectivity used in the selection of some of the 

thresholds used. 

• Analyses should be carried out on the effects of species which have a 

strong latitudinal gradient on the calculation of an RMB using radon.  

• For species with strong latitudinal gradients, investigation into the need 

for removal of data derived from air masses that have been transported 

from other latitudes before the calculation of the RMB for a site.  

5.3 High-precision atmospheric CO2 isotopologue measurements 

using an Aerodyne TILDAS analyser 

High-precision measurements of the isotopologues δ13C, δ17O and δ18O of 

atmospheric CO2, and the calculation of Δ17O from these measurements, can 

provide additional information on the fluxes of CO2 involved in the carbon cycle. To 

date, there have been very few published concurrent measurements of δ13C, δ18O, 

and δ17O, and the subsequent calculation of Δ17O in the troposphere. This is due to 

the challenging requirements of the extremely high measurement precision and 

accuracy that is needed for both δ17O and δ18O to be able to define spatial gradients 

and seasonal cycles of Δ17O, with past studies being limited by the available 

technology. Aerodyne Research Inc. have developed a state-of-the-art tunable 

infrared laser adsorption spectroscopy (TILDAS) CO2 isotopologue analyser. Unlike 

previous isotopologue measurement techniques it allows for the measurement of 

δ17O, in addition to δ13C and δ18O, without the extraction of CO2 from an air sample 

before analysis (which is time-consuming and complex); this capability also means 

that air can be measured continuously, rather than from discrete samples.  
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I have compared the two methods which can be used for calibration of an 

isotopologue analyser: the ratio method (RM), which calculates the delta values 

and then calibrates, and the abundance method (AM), which calibrates on 

individual isotopologue mole fractions and then calculate the isotopologue ratios. I 

found that calibration of the analyser using the RM and AM produced differences in 

the isotopologue and Δ17O values. When measuring ambient air, the average 

difference in Δ17O between the two methods was 0.2 ± 0.6 per meg. These 

differences are correlated with differences in the CO2 mole fraction for each 

method, indicating that the CO2 mole fraction dependency (CMFD) has not been 

fully corrected for, most likely in the RM. These differences may also be caused by 

a number of sources of uncertainty in the calibration methods, including: 

• The TILDAS analyser’s computer was not fast enough, causing pressure 

differences when switching between the sample and reference tank 

(RT). 

• The RT used in the calibrations did not have assigned values of the 

isotopologues; the AM calibration is independent of the RT, however, a 

key step in the RM calibration is dependent on the RT delta values of 

each isotopologue.  

• The δ17O values were unassigned (unknown) in the calibration 

standards, so these were calculated based on the mass-dependent 

fractionation relationship with δ18O.  

•  One of the calibration standards appeared to have a misassigned δ18O 

value. Crucially, in the RM, the residuals of the ‘calibrated’ measured 

δ18O values from the assigned values in the calibration standards are 

used for the CMFD correction. Additionally, this value was used to 

calculate the δ17O and Δ17O in that calibration standard. 

From analysis of TT measurements, the repeatability of the measurements 

was calculated.  For δ13C, δ17O and δ18O the RM calibration method was slightly 

better than that of the AM calibration; both were within the extended repeatability 

goals of ± 0.05 ‰ for each: 

• For δ13C the repeatability was ± 0.016 ± 0.008 ‰ for the RM and ± 

0.017 ± 0.008 ‰ for the AM.  

• For δ17O the repeatability was ± 0.017 ± 0.001 ‰ for the RM, and ± 

0.018 ± 0.007 ‰ for the AM.  



   
 

199 
 

• For δ18O repeatability for was ± 0.016 ± 0.009 ‰ for the RM, and ± 

0.017 ± 0.009 ‰ for the AM.  

The repeatability of Δ17O did not meet the extended goals of ± 10 per meg, 

with a repeatability ± 14.0 ± 5.5 per meg for the RM and ± 14.1 ± 5.6 per meg for 

the AM. In the context of the observed seasonal cycles in all of the time series, the 

repeatability results and the differences between the calibration methods 

represent a small fraction of the signal.  

5.3.1 Future work 

The TILDAS analyser was shown to produce precise measurements of δ13C, 

δ17O, and δ18O, which can be used to further increase understanding of the global 

Δ17O budget of tropospheric CO2. However, there were a number of uncertainties 

which need to be resolved in future work: 

• Replacement of the instrument’s computer to stop the anomalous 

pressure spikes when switching between the RT and sample air. 

• Assignment of the RT CO2, δ13C, δ17O and δ18O values, which will 

improve the CMFD correction for the RM.  

• Assignment of δ17O values for all of the calibration cylinders. 

• Re-assignment of the δ18O value of one of the calibration standards. 

• Experiments to characterise the CMFD should be undertaken. 

• Continued in situ measurements to examine analyser performance. 

Additionally, continued measurements of these isotopologues at WAO over 

multiple years will allow for the assessment of long-term trends in the time series 

to increase understanding of the Δ17O budget of tropospheric CO2 and to constrain 

GPP. 
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List of abbreviations 

222Rn – Radon-222 

AM – Abundance method 

APO – Atmospheric Potential Oxygen 

CH4 – Methane 

CMFD – CO2 mole fraction dependency 

CO – carbon monoxide 

CO2 – Carbon dioxide 

CRAM – Carbon related atmospheric measurements laboratory at UEA 

CRDS – Cavity ring-down spectroscopy 

ffCO2 – fossil fuel CO2  

GAW – Global atmospheric Watch 

GPP – Gross Primary Production 

HYSPLIT – Hybrid Single-Particle Lagrangian Integrated Trajectory 

ICOS - Integrated Carbon Observation System 

IRMS - Isotope ratio mass spectrometry 

MET – meteorological and statistical filtering 

MHD – Mace Head observatory 

N2 – Nitrogen  

N2O – Nitrous oxide 

NAME – Numerical Atmospheric Modelling Environment from the UK Met. Office 

NCAS – National Centre for Atmospheric Science 

O2 – Oxygen  

O2,NC – δ(O2/N2) without the Picarro water correction procedure 

O2,WC – δ(O2/N2) with the Picarro water correction procedure 

O3 – Ozone 

per meg – A dimensionless unit equivalent to 0.001 ‰  

ppb – parts per billion 

ppm – parts per million 

REBS – Robust extraction of baseline signal 

RM – Ratio method 

RMB – Regional maritime background 

RT – Reference tank 
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TILDAS - Tunable infrared laser direct adsorption spectroscopy 

TT – Target tank 

VPDB – Vienna Pee Dee Belemnite  

WAO – Weybourne Atmospheric Observatory  

WMO - World Meteorological Organization 

WSS – Working secondary standard 

δ(O2/N2) – atmospheric O2/N2 ratio 

Δ17O – Deviation from the mass-dependent fractionation of 17O and 18O 

δ17O – 17O/16O ratio in atmospheric CO2  

δ18O – 18O/16O ratio in atmospheric CO2  

 

 

 


